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FOREWORD 
 

 
These proceedings contain the papers and posters of the 21st International Conference 

on e-Society (ES 2023) and 19th International Conference on Mobile Learning (ML 

2023), organised by the International Association for Development of the Information 

Society in Lisbon, Portugal, during 11-13 March 2023.  

 
The e-Society 2023 conference aims to address the main issues of concern within  

the Information Society. This conference covers both the technical as well as the  

non-technical aspects of the Information Society. Broad areas of interest are:  

 e-Government / e-Governance 

 e-Business / e-Commerce 

 Technology and Society 

 e-Learning 

 New Media and E-Society 

 e-Health 

 Information Systems 

 Information Management  

 COVID-19 & Digital Transformation 

 

The Mobile Learning 2023 Conference seeks to provide a forum for the presentation 

and discussion of mobile learning research which illustrate developments in the field.  

In particular, but not exclusively, we aim to explore the theme of mobile learning under 

the following topics: 

 Learning analytics and mobile learning 

 Cloud computing and mobile learning 

 Pedagogical approaches, models and theories for mLearning 

 mLearning in and across formal and informal settings 

 Strategies and challenges for integrating mLearning in broader educational 

scenarios 

 User Studies in mLearning 

 Learner mobility and transitions afforded by mlearning 

 Socio-cultural context and implications of mLearning 

 Mobile social media and user generated content 

 Enabling mLearning technologies, applications and uses 

 Evaluation and assessment of mLearning 

 Research methods, ethics and implementation of mLearning 

 Innovative mLearning approaches 

 Tools, technologies and platforms for mLearning 

 mlearning: where to next and how? 

 

 

 

 



 xiv 

These events received 246 submissions from more than 31 countries. Each submission 

has been anonymously reviewed by an average of 4 independent reviewers, to ensure 

the final high standard of the accepted submissions. Out of the papers submitted, 49 

received blind referee ratings that signified acceptability for publication as full papers 

(acceptance rate of 20%), while some other papers were published under the following 

categories: short, reflection, poster and doctoral. The best papers will be selected for 

publishing as extended versions in the Interactive Technology and Smart Education 

(ITSE) journal (ISSN: 1741-5659) and also in the IADIS International Journal on 

WWW/Internet (ISSN: 1645-7641). 

 
In addition to the papers’ presentations, the conference also included one keynote also 

includes a keynote presentation from an internationally distinguished researcher. We 

wish to thank Professor Agnes Kukulska Hulme, Institute of Educational Technology 

(IET), The Open University, UK, for accepting our invitation as keynote speaker.  
 
As we all know, a conference requires the effort of many individuals. We would like to 

thank all members of the Program Committee for their hard work in reviewing and 

selecting the papers that appear in this book. We would also like to thank all the authors 

who have submitted their papers to this conference. We wish to thank all members of 

our organizing committee. 

 
Last but not least, we hope that everybody enjoyed the presentations, and we invite all 

participants for next year’s edition of the International Conferences on e-Society and 

Mobile Learning. 
 

 

Piet Kommers, University of Twente, The Netherlands 

ES 2023 Program Chair 

 

Inmaculada Arnedillo Sánchez, Trinity College Dublin, Ireland 

ML 2023 Program Chair 
 

Pedro Isaías, Information Systems & Technology Management School, The University 

of New South Wales, Australia 

ES 2023 and ML 2023 Conference Chair 
 

 

March 2023 
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Abstract 

 
As we look to the future after more than two decades of exploration in mobile learning 

research and practice, it is natural to wonder whether the best days are already behind us 

or if there is more to get excited about and new ways to fulfil its potential. Across the 

globe, numerous scholars are noting that in their country mobile learning is still in its 

infancy and that it holds a great deal of promise. So, what developments and 

innovations can we expect to see in the third decade of mobile learning? We shall look 

for answers to this question primarily through a green-tinted lens that connotes hope and 

optimism; illuminates learning in nature and sustainability; interrogates green skills and 

green technology; and directs our vision towards growth, regeneration and new 

beginnings. 
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ABSTRACT 

Considering the difficulties in the teaching/learning process of computer programming, the development of skills related to 

Computational Thinking (CT) to prepare people to better solve problems stands out. Augmented Reality (AR) allows for 

the insertion and interaction with virtual information in the real world. AR is becoming ordinary to humanity, including 

the design of new teaching/learning strategies that enable the creation of metaphors with virtual information. In this way, 

it can be said that AR provides a framework for the creation of analogies of complex concepts facilitating their 

comprehension. This article describes an interactive way of understanding computer instructions (a program) to manipulate 

data structures (lists, stacks, and queues). The objective of this study is to use Augmented Reality to visualize high-level 

program statements through a mobile animation system. User instructions are animated in real-time creating virtual 3D 

representations to help understand operations that handle abstract data-structures used in classic programming. This 

approach contributes substantially to the construction of educational resources aimed at supporting novice programmers 

that face critical difficulties to learn adequately Computer Programming. The work described here shows that with 

effective AR-based Learning Resources, it is possible to train skills such as analyzing, representing information, planning 

strategies, and systematizing resolution schemes, that are crucial to solve problems. 

KEYWORDS 

Augmented Reality, Learning Resource, Learning Active, Mobile, Computational Thinking, Experiment 

1. INTRODUCTION 

In the Age where computational knowledge is a keyword, the community should be concerned with 

developing the skills related to programming. There is a concern to help people developing skills related to 

Computational Thinking. Therefore, there is also the concern of the hermeneutic dialogue of  

teaching-learning in the construction of adequate learning resources (LR). Technologies help us to build 

appropriate resources. One technology that has been showing great impact on students motivation is 

Augmented Reality (AR). AR is defined as the insertion of virtual information (created by computer) in a real 

environment in real time (Azuma 1997). In line with the great popularity of Augmented Reality, we identified 

potential to create interactive environments that allow students to absorb programming concepts and how 

instructions manipulate data structures. 

We present LVL (Learning Virtual Language), a language and an AR-based artifact to explore data 

structures (lists, stacks and queues), to help students in the introductory steps to learn computer 

programming. Our goal in this work is to show a different process of visualizing high-level program 

statements using handle-mobile AR to manipulate data structures, a new approach to support novice 

programmers. We want to demonstrate that a tool can help in visualizing the effects that a code and its 

operations have on a system. 

This paper is organized as follows: Section 2 discusses the ideas and motivations that lead to the project; 

then Section 3 presents an overview of the system we built aiming at resorting to AR to develop a tool that 

can help novice programming students; Section 4 presents the LVL language processor developed; Section 

5 introduces the programming language LVL designed to be used in our tool and demonstrate how the 
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proposal can be realized; Section 6 illustrates with examples the tool actually built; Section 7 discusses an 

experiment conducted in a classroom; Section 8 concludes the paper with a summary, main lessons learned 

and future work. 

2. THINKING ABOUT DATA-STRUCTURES

First, we need to talk about Learning Resources and new educational strategies that support us. This work 

have intention to create new Learning Resources to help programmers. Work by (Neamtiu et al. 2005) 

presents a tool to compare source code from different versions of a C program using the partial abstract 

syntax tree matching approach. The author explores an interesting approach to show us how important it is to 

follow software evolution issues. In the evolution of technologies, in the paper (Teng et al. 2018), the authors 

present an AR learning system for visual representation and interaction in 3D programming... In that work it 

was demonstrated that AR-based resources, the students have better learning efficiency than with common 

tools. The authors of (Dass et al. 2018) evaluated two interactive AR coding environments:(1) head-mounted 

AR with Microsoft HoloLens, (2) mobile AR with ARKit on an iPhone. The author reported that participants 

enjoyed using mobile AR the most, emphasizing the easy access and manipulation of the system. Another 

author (Agrahari and Chimalakonda 2020) proposes an Augmented Reality-based software application to 

teach data structures with the help of abstract syntax trees. Using Unity with Vuforia to show concepts of 

data structures, Narman and colleagues developed an AR application that visualizes some operations in Array 

list, Linked list, and Stack (Narman et al. 2020). The author creates a learning environment for students based 

on AR. The author (Card 1999) says: ”Visualization holds great promise for computational science and 

engineering, provided we can meet the immediate and long-term needs of both toolmaker and tool users.” 

But there are different types of visual representation of this information. This information is usually 

classified into 3 categories: one-dimensional, two- dimensional and three-dimensional (Freitas et al., 2001). 

In the work (Lima et al. 2021), the authors search for ways to visualize different types of data, their 

connections and relationships. Using family tree analogies and text structures to present information and its 

relationships, this work allowed to investigate information arrangements and organizations in a 3D 

environment. 

Works like those discussed above have inspired the work presented in this paper. In the next section, we 

will present the proposed system and its architecture. 

3. PROPOSED SYSTEM

A first attempt used the idea of presenting queue, list and stacks and their concepts related to data structure. 

Each data structure has its own set of methods to perform operations such as Inserting or deleting elements to 

introduce the different Data Structure concepts. So, it was possible to choose the type of structure, and the 

values to be placed in each position. A similar work was done by (Narman et al. 2020), but we believe that it is 

necessary and feasible to go further. In the investigation, we look for greater freedom in textual writing and 

an immersion in the visual representation of interaction in structures. Bearing these important points in mind, 

LVL, a small language capable of supporting the declaration and operation with data structures was designed. 

That language allows the Programmer to declare structures such as lists, stacks and queues, as well as it 

provides special operators to handle these structures. 

Figure 1 shows the architecture of the overall system that can recognizes a program given as input 

(the ’code.txt’ block in the image) and creates an Augmented Reality interactive scenario to help people 

comprehending the semantics of that input program. 
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Figure 1. System Architecture  

In the sequence of our previous work (see (Lima et al. 2022, Lima et al. 2021, Saraiva et al. 2021) for 

details) we have decided to use of mobile devices because of their great popularity and the effective power 

of their technological components. Moreover, that choice offers a low cost solution when compared to 

Head-mounted display devices. The developed solution can be used on cell phones and tablets that have a 

camera. The developed mobile APP can be compiled for different platforms simply by configuring the Unity 

compiler. The system is split into two parts: (1) the analyzer plus translator; and (2) the AR-viewer App. 

To implement the ideas, we used Unity 3-D®v.2018.4, that builds Augmented Reality systems supported by 

the Vuforia® version 9.8 library. Vuforia is a robust library that enables rapid prototyping. The parser and 

translator were built with Lark, a parsing library for Python. The work aims to create an immersion in textual 

programming similar to immersion in the use of virtual systems. In the next sections, the implementation of the 

proposed system is discussed. 

4. LVL PROCESSOR

As said above, the overall system is divided into two parts: the input Language Processor (a Translator 

composed of a lexical-syntactic analyzer plus a code generator); and the AR-based Viewer to display the 

animation. This section and the next one deal with the language and its processor. LVL is a simple, 

imperative (or procedural) programming language, specially designed for this project aimed at supporting the 

creation of sequential one-dimensional Data-structures. 

A parser is capable of transforming the input text (the language sentences) into a syntax tree that synthesizes 

the meaning of the input program and is available for the APP to use this information. After the code is 

analyzed, the tree is traversed and the information of the input program relevant for the animation (variable 

declarations and variable manipulations) is extracted and converted to an internal representation in JSON 

(JavaScript Object Notation) format. After that, JSON description is then transformed into a QR-Code. In that 

way it can be said that the generated QR-code contains the input statements that the AR viewer can 

understand and recreate. Pointing the camera of the mobile device to the QR-Code image, the system is able 

to collect the information extracted by the processor. 

A simple-to-use interface was created to work in a web-browser. The user writes the code and presses the 

button to process the code and generate the corresponding QR- code. With this QR-code, the user points his 

AR viewer to visualize the result of his program. 

5. LVL LANGUAGE

At the present moment LVL system only supports three data structures—LIST, QUEUE and STACK—to 

represent in the program visualization. Of course, variables of atomic data types (integer, real, and string) can 

be declared and used, and so will be displayed as components of the system state. We use colored cubes to 

represent those structures. After declaring the program variables and their respective data types, it is possible 
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to write statements to assign them values. For List, we have the operations Insert(n) and Remove(). Stacks are 

based on the LIFO principle (Last In First Out), the element inserted at the last, is the first element to come 

out of the list. The language provides operators Push(n) and Pop(). 

The language also allows the use of Queues. The queues are based on the FIFO (First In First Out) 

principle, the first element inserted, is the first element to come out of the list. To work with Queues, the 

language provides the operators Enqueue(n) and Dequeue(). 

Listing 1 illustrates a program written in LVL language that declares a variable Stack, and operates with it. 

Figure 2 shows the visual environment produced by LVL system for the stack code listed. 

Listing 1. Example of a program using a Stack structure 

Figure 2. Screen capture of LVL animating the Stack program example 

Next, more examples of LVL programs and a description of the AR-Viewer will be provided. 

6. AR-BASED VIEWER

AR Viewer uses the QR-code to read the information processed by the Compiler/Processor. This section 

explains how the user views the information through the App. Figure 3, illustrates how to use the mobile. 

The user detects with mobile the ground and then reads the QR-code. The App is very simple to use. 
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Figure 3. AR viewer app 

First access the menu to turn on the camera, then point to the generated QR-code. The viewer reads the 

instructions and projects the structures without a marker. The system was built to be able to show the effects of 

each instruction manipulating the data. Examples of a short program and visual results are shown in Listings 2 

and 3 and respectively in Figure 4 and Figure 5. 

Listing 2. Example of a program using a List 

Listing 3. Example of a program using a Queue 
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Figure 4. Screen capture of LVL animating the List program example 

 

Figure 5. Screen capture of LVL animating the Queue program example 

Using the screen of the mobile device, the user can touch and navigate through the program statements, 

observing how the content of the various data structures (the values stored in each one) evolve. 

7. RESULTS AND DISCUSSIONS 

To validate the AR-based Learning Resource created, an experiment in a real classroom was conducted. 

That experiment took place with a group of students graduating from the IT course at University in Brasilia. 

A total of 7 male students participated in the experiment, aged between 20 and 24 years. The presentation 

was carried out in the classroom. After introducing the Language LVL, a link was shared to download the 

activity and the app. The activity consisted of using the LVL language to write a small program manipulating 
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the 3 different structures available in the system (List, Stack and Queue). To carry out the activity, the 

students spent an hour writing the script and compiling it with the LVL processor available online. At the end of 

that one hour task, the students answered a questionnaire prepared/designed according to Evaluation of a Mobile 

Augmented Reality Application (MAREEA) (Pombo et al. 2022) as an Outdoor Learning Tool. Four 

evaluation factors are defined in the MAREEA evaluation model: Usability, engagement, motivation, and 

active learning. All students were able to successfully complete the activities. As response format, the use of 

the Likert scale is defined. Student feedback indicates that all students agree with the statements contained in 

the MAREEA questionnaire. In the open question, one student wrote that the system was ”Good for 

Learning”. Corroborating with the thesis that an Augmented Reality tool can help in understanding complex 

problems. The experiment had good feedback showing that all students were able to understand the language 

and manipulate the visualization tool. Interface improvements were suggested to improve the visualization of 

subtitles in structures. It is necessary to expand the experiments with a more significant number of students. 

8. CONCLUSION 

This paper reports the design and development of an immersive tool to explore the manipulation of data 

structures through an imperative programming language. The proposed system is able to represent, in an 

interactive virtual environment, variables of different types— atomic,lists, stacks, or queues—defining the 

state of a program. We believe that this system, with the AR-Based viewer, can be used as a Learning 

Resource allowing the user to inspect his programs with a mobile device in order to better absorb concepts 

related to data structures. Vuforia library allows for surface recognition removing the need for markers. 

Taking advantage of the best practices of AR, one can align the objectives of teaching algorithms and data 

structures with 3D visualization so that the teacher can write a program with declarations and operations and 

thereafter the students can visualize their effects, this is the program behavior. Similar to some high-level 

debuggers, the AR-based Viewer shows all declared variables and allows to evolve step-by-step along the 

sequence of the program statements, providing a new and attractive environment to understand through the 

visual aid how statements change the value of the declared structures. 

One of the biggest challenges in the development of this project was the question of how to transmit 

the information extracted from the input program by the LVL processor to the Viewer so that it can render 

and display that data. Initially, wireless transmission approaches were considered, but as the device camera 

is already used for the creation of the AR immersive scenario, we decided to resort to QR-code technology 

to overcome that issue. It was actually a nice solution but we are aware that may pose scalability problems. 

Another interesting challenge was related to the visual organization of all the objects in the 3D scenario.   It 

was necessary to build specific scripts in Unity to perform the layout of one or many structures of the 

supported types aiming at the construction of a nice and clear scenario. With the arrangements made, objects 

are grouped keeping their relative position in a stable image. Moreover, a color mapping is used so that the 

user can easily identify each data structure type. The ideas and the proof-of-concept presented and discussed 

along the paper proved that the development of Learning Resources with new technologies such as AR is a 

promising approach. AR allows total control of the environment. This means that the user can move around 

the surface of the chosen projection, pause or repeat all simulations to better visualize the structures. Summing 

up, we can say that Augmented Reality allows us to create analogies of simple or complex concepts enhancing 

their comprehension. As future work, it is intended to extend LVL language with conditional and cyclic 

statements, not yet included. Also, improvements in the LVL Processor are planned to decrease the 

processing effort in the mobile device side. Actually, the JSON description generated can contain more 

information about the program behavior avoiding its inference by the mobile APP, reducing time and power 

consumption. The user interface can also be improved using guided audio. 
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ABSTRACT 

Digital Innovation Hub are of utmost importance when they sustain cooperation in innovative technological domains like 

the Cyber-Physical System. In this paper, we introduce, in a first part, a DIH ontology that we extend with CPS entities. 

For this, we remind the questions that the ontology must answer, deploy the methodology proposed by Noy and 

McGuinness, to identify the classes and the associations between classes, and integrate the new CPS ontological extensions. 

In the second part, we implement the full innovative DIH4CPS ontology within Protégé, and we instantiate it to a real 

company. 

KEYWORDS 

Digital Innovation Hub, CPS, Cyber-Physical System, Ontology, Protégé, Network, Capability, SME, Enterprise 

1. INTRODUCTION 

A Digital Innovation Hub (DIH) is defined by Crupi et al. (2020) as a one-stop shops that can help companies 

become more competitive with regard to their business/production processes, products or services by using 

digital technologie. DIH have for purpose to guarantee that all companies, whatever their sizes, can benefit 

from the advantages of new digital technologies1 and thereby, that they are able to find the appropriate 

competence regarding digital technologies and IT, which, for Rübmann (2015), is paramount for manufacturing 

industry. DIH are by essence strongly associated to network of partners, and it is essential for DIH to set up 

the more efficient tools as possible to support the market in discovering the digital information (technological, 

business or even scientific) in an accurate and prompt manner since both are essential for the existence of the 

company. Moreover, has already observed, DIH are especially of utmost importance when they are 

encouraging and sustaining cooperation (Sassanelli & Terzi, 2022) in cutting-edge technological domains like 

the cyber-physical system (CPS) (Gunes et al., 2014). In this context, an ontological representation of a 

DIH4CPS may be perceived as a contribution with high impact since it offers an “explicit specifications of 

conceptualizations” and, as a result contribute to sustain the networking environment in which DIH behaves. 

Unfortunately, as far of our knowledge, such ontology for specifying the DIH surrounding the promotion, the 

strengthening, the cooperation, and the co-development of CPS2 networks have never been developed so far. 

Acknowledging this, the paper aims to describe and instantiate the ontology by formalizing the existing 

knowledge on DIHs competences, organization, experience, technologies, network, and the interoperability 

requirements of their networks and with their partners. Accordingly, this paper targets the development of the 

DIH4CPS ontology, including a dimension related to inner consortiums development and cooperation, as well 

as inner networking activities among the partner from a DIH. As a matter of fact, the target audience of this 

paper is far beyond traditional academic audience but also target directly project consortiums and the project 

partners responsible for the development of the DIH4CPS models. Those partners will use the ontological 

model described in the paper for achieving several development processes later. The paper also allows to 

understand how the ontology was built and its potential links with existing ontologies. Therefore, in the paper 

we remind an ontology for the CPS. This ontology has the particularity to be oriented to the surrounding 

network of the CPS organizational management that is addressed by the lens of Digital Innovation Hub.  

 
1 1 Pan-European network of Digital Innovation Hubs (DIHs). Available: https://ec.europa.eu/digital-single-market/en/digital-innovation-
hubs; 2016 
2 A Cyber-Physical System (CPS) is, according to Wikipedia, a computer system in which a mechanism is controlled or monitored by 

computer-based algorithms 
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This paper is structured as following: After having remind the related work in Section 2 and put in exergue 

the lack of existing DIH for CPS ontology, we present an innovative DIH ontology with a CPS extension in 

Section 3. In Section 4, the complete ontology is validated by means of inferences in the context of a real case 

study. And Section 5 concludes the paper and propose few future works. 

2. RELATED WORKS 

While CPS exist for few decades, scientific contributions directly addressing the inter-relation between 
physical and cybernetic knowledge entities dates from 20 years with an acceleration in the volume of 
publications since 2018. This includes but is not limited to CPS for a plethora of areas such as traffic light and 
mobility (Shih et al., 2016), facilities management tools (door opening, conditioning system)  
(Terreno et al., 2020), robotics and healthcare cyber-robots (Yang et al., 2020; Zhang et al., 2015), mobility 
and self-driving car (Kim et al., 2013), telecommunication (Kim et al., 2017), etc. Accordingly, and as it is 
usual to do in the academic field, a large number of authors have produced state of the arts in this field, among 
which some are very good and well documented, like Jamaludin & Rohani (2018) analyzed CPS through two 
criteria: CPS’s characteristic and architectures, Kumar et al. (2020) that stresses out how attacks on CPS (CPS) 
continue to grow in frequency and that accordingly, identifies a set of relevant research opportunities or Sun et 
al. (2018) that specially focus on CPS security and describes future research directions to secure critical CPS. 
Although the impressive number of existing publications dealing with CPS, little research has been focused so 
far to the modeling of the CPS system, which is paramount to understand the underlying structure and 
communication mechanisms between the CPS sub-components. In that regards, Weyer et al. (2016) proposes 
a framework for modeling and simulation of CPS-based factories and applied it to the automotive industry that 
the authors consider as the most competitive, advanced and complex industrial sector, Jeon et al. (2012) 
developed a CPS dedicated Meta Modeler (CMM) allowing to design complex and large scale systems, and 
Yu et al. (2011) proposed (1) a method to model and analyze CPS using a hierarchical and compositional 
modeling approach contributing to solve the tight coupling between physical and cyber world and (2) basic 
transformation rules to translate the CPS model into the networks of timed automata. Apart from these few 
contributions Weyer et al. (2016), Jeon et al. (2012), Yu et al. (2011), and some other less significant, modeling 
CPS remains a rather marginal area of research.  

Modelling is a power tool to take a picture of the CPS and its environment. The project DIH4CPS goes one 
step further and proposes the elaboration of an ontologically structured knowledge base allowing reasoning 
based on CPS entities. Although CPS ontologies have already been proposed in the literature as well  
(Garetti et al., 2015; Petnga & Austin, 2016; Hildebrandt et al., 2018), the ontology proposed in this paper 
proposes to enrol a CPS ontology in the context of Digital Innovation Hubs competences and networking 
environment. As for of our knowledge such integration and integration-based reasoning has never been 
achieved before. 

3. GENERIC DIH ONTOLOGY EXTENSION TO CPS 

The DIH ontology that we extend to the CPS has been proposed in deliverable 3.3b of the DIH4CPS project. 
The global UML model of this DIH4CPS and further details are available in D3.3a and b3. To define the CPS 
ontology extension, we first had to determine and select the most appropriate method for ontology 
development. The review of the literature proposes therefore various approaches among which: Uschold  
& Gruninger (1996), Uschold & King (1995), Grüninger & Fox (1995), but also Methontology  
(Fernández-López et al., 1997), The Cyc Method (Fernández-López & Gómez-Pérez, 2002), KACTUS 
(Schreiber et al., 1995), SENSUS (Swartout et al., 1996), On-To-Knowledge2, ISO15504-based (Feltus  
& Rifaut, 2007; Rifaut & Feltus, 2006) and NeOn methodology (Rübmann, 2015; Terreno et al., 2020). For 
the CPS ontology, we have decided to work with the methodology proposed by Noy & McGuinness (2001). 
According to them, the development of ontologies requires the following steps: 1. Determine the domain and 
scope of the ontology, 2. Consider reusing existing ontologies, 3. Enumerate important terms, 4. Define the 
classes & class hierarchy, 5. Define the properties of classes, 6. Define the facets of the slots, 7. Create 
instances. 

 
3 All DIH4CPS deliverables are available at https://dih4cps.eu/ and considered by Eslami et al. (2020)  
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3.1 Determine the Domain and Scope of the Network Ontology Extension 

This section aims to determine what the ontology is going to cover, for which purpose, and especially who will 

maintain and use this ontology. According to Noy & McGuiness (2001), one method to determine this domain 

and scope is to enumerate a list of question that the ontology must be able to answer afterwards. This list of 

question has been iteratively determined through working groups meeting. Examples of questions are: Who 

can give me advice in CPS technology application? Who can give advice for a specific technology? Which 

university can offer IT support? Which technologies uses organization A for data storage? Who has experience 

on sensor sensitivity and calibration? Who has expertise in working with Augmented Reality?  

3.2 Consider Reusing Existing Ontologies 

To extend the ontology to CPS, we have reviewed the state of the art in CPS ontologies, we have extracted the 

most important concepts, and we have proposed our own integrated model. Nine additional entities have been 

added to the DIH4CPS ontology to express that a CPS is a type of product, itself being a type of artefact.  

This CPS extension claims that CPS are composed of a Cyber Process entity, which is a type of Process and of 

a Physical Resource entity, which is a type of Resource (Zhang et al., 2015). According to Bertoli et al. (2021), 

characteristics of CPS are Sensors, Actuators, and HMI for the Physical part, and the Computing, The Software 

Communication and the Data storing and analytics for the Cyber part, as represented in Figure 1. 

  

Figure 1. Key CPS characteristics extracted from Bertoli et al. (2021)  

3.3 Enumerate Important Terms 

Table 1. CPS terms 

Concepts  Definition - Explanation  

CPS  CPS are the key technology enabling Industry 4.0 and can be applied on different levels in the 

modern value chain (Bertoli et al., 2021). According to University of Yichita4, CPS are 

engineered systems that are built from, and depend upon, the seamless integration of 

computational algorithms and physical components.  

Cyber Process  According to Guo (2017), a cyber process system is a huge system with mass components and 

complex communication protocol.  

Physical Resources  The Physical Resource system correspond to the integration of the physical components or 

mechanical parts of the CPS. 

Computing  The realization of a set of algorithms having an impact on the stat and behavior of the physical 

system.  

Software Communication  The exchange of messages between end-devices and a central network.   

Data storing and  

analytics  

The activity of analyzing, holding, deleting, backup organizing, and securing information to be 

compute to the purpose of the CPS.   

 
4 https://www.wichita.edu/research/netcpsreu/CPS.php 
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Sensors   A physical device that detects information form inputs from the physical environment and 

generate the expected responds.   

Actuators  A physical device that achieves physical behavior in response to a cyber or physical order or 

command.  

HMI  The hardware or software through which an operator interacts with a controller5.   
 

Based on these definitions and explanations, the hereabove concepts have been gather in an integrated 

ontology as represented on Figure 2.  

 

 

Figure 2. Integrated CPS ontology extension 

3.4 Define the Classes & Class Hierarchy 

Based on the important concepts enumerated in Table 1, the list of class and class hierarchy is the following: 

CPS are type of Product, Physical Resource and Cyber Process compose the CPS, Sensor, Actuator and 

HMI are type of Physical Resource, Data Storage and Analytic, Communication and Computing are type 

of Cyber Process, Physical Resource are type of Resource, Cyber Process are type of Process, and 

Sponsor is an Organization type. 

3.5 Define the Properties of Classes 

According to Noy & McGuiness (2001), the classes defined in section 3.3 do not contain enough information 

to fully and correctly answer all the questions listed in 3.1. Therefore, in this section, the methodology foresees 

to describe the internal structure of each concept. This step is important and has already partially been achieved 

in previous section. For instance, the structure of the Network concept has been explained based on the 

Network-type, the functioning rule and Status, and the relation with the Organization. It will not be further 

extended here.  
 

 

 
5 https://csrc.nist.gov/glossary/term/human_machine_interface 

ISBN: 978-989-8704-47-4 © 2023

14



3.6 Define the Facets of the Slots 

The cardinality defines, among others, the cardinalities and values a class may have. Accordingly, in this 

section, we will focus on defining the classes and associations cardinalities, as explained in Table 2.  

Table 2. CPS cardinalities 

Cardinality  Concepts  Association  Cardinality  Concepts  

1  CPS  Type of  1  Product  

1  Actuator, Sensor, HMI  Type of  1  Physical Resource  

1  Data Storage and Analytic, Communication, Computing  Type of  1  Cyber Process  

1  Physical Resource  Type of  1  Resource  

1  Cyber Process  Type of  1  Process  

1  Physical Resource  Compose  0 to n  CPS  

1  Cyber Process  Compose  0 to n  CPS  

3.7 Create Instances 

This last step in the methodology is addressed in next section.  

4. OPERATIONAL ONTOLOGY 

The instantiation of the ontology for the one concrete company is realized with the tool Protégé, and the 

Luxembourg Institute for Science and Technology was chosen to test the instantiation of the DIH4CPS 

ontology because it covers a large set of services, competencies, domains, and skills.  

4.1 Implementation in Protégé 

According to Stanford University6, Protégé is a “free, open-source ontology editor and framework for building 

intelligent systems”, moreover, “Protégé is supported by a strong community of academic, government, and 

corporate users, who use Protégé to build knowledge-based solutions in areas as diverse as biomedicine,  

e-commerce, and organizational modelling”. Using Protégé to support the exploitation of the DIH4CPS 

ontology, first, the 67 classes and 49 object properties have been encoded in Protégé.   

In protégé, the relations between classes must be defined as object properties. For instance, as illustrated 

on Figure 3, the association name “is located” that associate the class “Region” and the class “Country” is the 

property named “isLocatedInCountry” and this property has for Domains Country and for Ranges Region. 

Given that all associations with a same name (e.g., “is located”) have different Domains and Ranges, we must 

create as many associations as there exist cases. Therefore, for the “is located”, we have three different 

properties: “isLocatedInCountry”, “isLocatedIn- PostalAddress”, and “isLocatedInRegion” (cf Figure 3). 

 

Figure 3. Example of property 

 
6 https://protege.stanford.edu/ 
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4.2 Business Case Validation Using Inferences 

To validate the ontology and to illustrate how it is possible to use it to infer new knowledge, we illustrate how 

an instance of the PME concept may also be an instance of an RTO using the inference mechanism. To do so, 

first we have created the individuals (instance of concepts) and data properties of these individuals in section 

4.2.1, then, we have created rules in section 4.2.2, afterwards, we have launched the reasoning in section 4.2.3, 

and we have analyzed the new created knowledge base in Section 4.2.4.  

4.2.1 Creation of Individuals  

The creation of a new individual consists in defining a new direct instance of a class. For instance, we created 

an instance of the class PME by selecting the targeted class concept on the top left frame and pushing the 

mauve lozenge in the bottom left frame.  

After the individual being created, it is possible to assign it with Data properties. Data properties need to 

be defined before being assigned. Therefore, in Protégé’s Data property frame, we have defined 3 instances:   

1. makesResearch, which is a property that may be assigned to a PME or an RTO, and which is of a type 

Boolean (True or False)  

2. isPublic, which is a property that may also be assigned to a PME or an RTO, and which is of a type 

Boolean (True or False)  

3. hasEmplosees, which is a property that may also be assigned to a PME or an RTO, and which is of a 

type integer.  

Finally, these data properties may be asserted to created individuals. For example, we have asserted that 

LIST makes research, is public and has 750 employees.  

4.2.2 Creation of Rules  

The second step to create inference consists in generating inferring rules. There exist various options, therefore. 

In this paper, we have decided to express an “Equivale To” rule in the description of the RTO class. This rule, 

illustrated on Figure 4, shows that an RTO is equivalent to a class with the following characteristics: It is  

an individual of a class “PME” and it has, as data properties: to have more than 500 employees, to be public, 

and to make research. As illustrated on Figure 4, this is expressed by: 
 

PME and (hasEmploees some xsd:integer[>=500] and (isPublic value true) 

and (makesResearch value true) 

 

  

Figure 4. Example with inference  

4.2.3 Reasoning  

The last step in inferring new knowledge from the ontology consists in launching the reasoner. Before doing 

so, we observe that the RTO has not LIST individual as direct instance although LIST is an individual of PME. 

ISBN: 978-989-8704-47-4 © 2023

16



To launch the reasoning, it is necessary to run a reasoner from the top menu of Protégé. In our case, we have 

worked with Pellet inference engine (reasoner) (Singh & Karwayun, 2010).  

4.2.4 New Knowledge Base  

After this reasoning, new inferences are automatically detected and ad to the existing knowledge base.  

For instance, in the case of LIST, Pellet has detected and a PME may also be considered has a subclass of RTO 

and that LIST fulfils the 3 conditions to be RTO, to know: to be public, to make research and to employ more 

than 500 employees. As illustrated on Figure 4, the newly inferred knowledge is highlighted in light yellow.   

5. CONCLUSION AND FUTURE WORKS 

This paper describes, as main result, the first part of the DIH4CPS ontology presented in D3.3, including its 

two dimensions, to know: competence and organization. In the second part (Section 3) we have developed the 

third area of the DIH4CPS ontology dedicated to networking. Therefore, we have reminded the questions the 

ontology is required to answer, we have developed the methodology proposed by Noy & McGuinness (2001), 

to identify the class and their associations, and we have integrated this networking area with the competence 

and organizational areas. Then, we have extended the Artefact Ontology with a CPS description using the same 

methodology than for defining the network one (Section 4). Finally, in the fourth part, we have encoded the 

full DIH4CPS ontology within Protégé, we have instantiated it to a real company case (to know: LIST), and 

we have validated its usability by means of inferences.  

Based on the outcomes of this instantiation, updates on the DIH4CPS model could be foreseen if needed 

following by the instantiation of all the DIH4CPS network. This paper could also be used as a baseline for the 

development team of the DIH4CPS platform and for further use cases with other companies, and considering 

other technologies like the blockchain (Imeri et al., 2018). 
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MOTION SIMULATION AND VIRTUAL REALITY  

IN V-COMMERCE - HOW THE USE OF MOTION 

SIMULATION AFFECTS CUSTOMER VALUE, PURCHASE 

INTENTION, AND TRUST IN AUTONOMOUS VEHICLES 

Roger Seiler, Riccardo Fiore and Stefan Koruna 
Zurich University of Applied Sciences 

St. Georgen- Platz 2, 8400 Winterthur, Switzerland 

ABSTRACT 

Autonomous vehicles (AVs) have captured the public imagination and may soon become an integral part of smart city 

concepts. Currently, preparations by city administrators, legislators, and politicians still lag behind technological 

developments. However, AVs may soon be capable of solving mobility issues and fundamentally extending micro-mobility 

concepts, including peer-to-peer taxi services such as Uber, in urban areas. As a result, mobility concepts could become 

more efficient, effective, and sustainable. Price acceptance, fuel efficiency, and mode of use (private or sharing) are relevant 

factors in determining the benefit of AVs for consumers. This paper focuses on the acceptance aspect. The Yaw 1 motion 

simulator was used to conduct a randomized control experiment (high vs. low motion simulation (MS)) to determine what 

driving style leads to higher acceptance and, thus, greater purchase intention. In addition, we examined how other aspects 

of virtual commerce (V-commerce) (customer value, purchase intention, trust, emotional involvement, and presence) might 

be affected by MS use. In particular driving style was found to be relevant and should be taken into account when designing 

mobility concepts that include AVs.  

KEYWORDS 

Purchase Intention, Smart City, Autonomous Vehicles, V-Commerce, Motion Simulation, Driving Style 

1. INTRODUCTION 

The technologies involved in creating smart cities, in particular those connected to autonomous vehicles (AVs), 

could help render mobility more sustainable. Smart mobility and the associated connectivity are ideally suited 

to meet the needs and expectations of the inhabitants of urban areas. Services such as Uber and micro-mobility 

(e.g., electro scooters such as Tier, Lime, and Bird) could help decongest busy city streets (Shahidehpour  

et al., 2018). In addition, AVs might also become a valuable aspect of smart cities as well as reducing the costs 

related to mobility services by dispensing with costly human drivers.  

According to Perveen et al. (2017), societies all over the world are affected on an unprecedented scale by 

urban growth, and the effect on the environment is enormous. In fact, traffic in modern cities roughly accounts 

for one-third of emissions, which is why the potential of AVs in terms of their contribution to combatting 

climate change was found to be highly promising. In the literature, various scenarios have been developed that 

could help governments with this challenging task (Perveen et al., 2017). 

2. LITERATURE REVIEW 

In this part of the paper, the relevant constructs and the related literature are introduced from which a conceptual 

model and hypotheses were derived. While virtual reality (VR) has many useful applications, it can lead to 

cybersickness, which is especially true for MS due to vection. The paper further covers customer-related 

constructs such as customer value, purchase intention, trust, emotional involvement, and presence. Hence, these 

are all introduced in the following.  
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Vection is the concept of experiencing one’s own motion (Ash et al., 2013). The body recognizes 

acceleration such as rotation, and this feeling of acceleration can lead to the illusion of movement (Colley  

et al., 2022). Empirical evidence suggests that a combination of rotation impulse and VR heightens the effect 

of vection (Colley et al., 2022; Rietzler et al., 2018; Wright, 2009), which can also increase motion sickness 

(Colley et al., 2022). Simulators with 13 degrees of freedom would eliminate the problem, but they come with 

a price tag of some 80 million dollars (Colley et al., 2022). Conveniently, simulators with lower degrees of 

freedom are sufficient for participants to experience the sensation of movement (Colley et al., 2022; Danieau 

et al., 2012; Gugenheimer et al., 2016).  

SAE International recognizes six levels of automated driving: 0) No driving automation, 1) Driver 

assistance, 2) Partial driving automation, 3) Conditional driving automation, 4) High driving automation, and 

5) Full driving automation (Kelechava, 2021). Autonomous driving is considered to be Level 5 (Faisal et al., 

2019) because only at this level can drivers be considered real passengers in the true sense of the meaning 

without having to be “on standby to take over from the autopilot” as, for example, Tesla calls it. 

As has already been stated above, the sensation of motion does not come without pitfalls. If the body’s 

sensory perception is not completely in line with the movements seen in the head mounted display (HMD), 

motion sickness can occur (Caserman et al., 2021; Colley et al., 2022). Symptoms range from nausea and 

headaches to dizziness (Caserman et al., 2021). Similar problems can occur if technical details, such as the 

inter-pupillary distance, are not adjusted for correctly (Seiler et al., 2022). It is hardly surprising that these 

effects can have a negative impact on customer-related constructs such as customer value, net promoter score 

(NPS), consumers’ trust in a vendor  and purchase intentions (Seiler et al., 2022). Brand evaluation and 

purchase intention can negatively be affected by cybersickness (Breves and Dodel, 2021). 

E-commerce has become an important feature of the Internet. As a result, VR is researched regarding its 

potential for commercial application. Martínez-Navarro et al. (2019) proposed a model which was generated 

by applying VR to the e-commerce setting. Other researchers, such as de Regt and Barnes (2019), have also 

conducted research on the topic, mainly focusing on the retail context. As depicted in Figure 1, emotions as 

well as affective appraisal play a vital role in presence and brand recall. This in turn can significantly affect 

purchase intention (Martínez-Navarro et al., 2019). Presence is the psychological sense of presence and people 

to behave like in the real world because the think they are actually there (Martínez-Navarro et al., 2019). 

 

 

Figure 1. V-commerce model (Martinez et al., 2019) 

The acceptance of autonomous driving vehicles depends on many factors according to Nastjuk et al. (2020). 

However, they considered neither VR nor MS. This study addresses this research gap by examining whether 

and how VR and MS affect customer value, purchase intention, trust, AV acceptance, emotional involvement, 

and presence.  

We therefore asked the following research question (RQ): How can MS and VR be used in the context of 

virtual commerce (V-commerce) and AVs? In addition, we also formulated several sub-research questions: 

How does the use of VR and MS in v-commerce affect customer value (SRQ1)?, How does the use of VR and 
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MS in v-commerce affect purchase intention (SRQ2)?, How does the use of VR and MS in v-commerce affect 

trust (SRQ3)?, How does the use of VR and MS in v-commerce affect AV acceptance (SRQ4)?, How does the 

use of VR and MS in v-commerce affect emotional involvement (SRQ5)?, and how does the use of VR and MS 

in the context of AVs in v-commerce affect presence (SRQ6)?.  

Hypotheses were derived from the literature, and an overview of the resulting conceptual model is given 

below (see Figure 2).  

 

 
Figure 2. Conceptual model used in this paper 

3. METHOD 

We decided to conduct a randomized control experiment using the Yaw 1 motion simulator1 (see Figure 3) and 

two speeds (driving styles) to take participants through a scenario. The parameterization of the intensity of the 

motion experienced in the one scenario is high (fast driving style with high levels of motion) and in the other 

one low. This is how the two speeds of driving styles are implemented. Previous research on the topic had been 

conducted by Yildirim et al. (2020), whose findings laid the foundations for our study as the source code was 

kindly provided. With the help of the authors of the source code (Cymmersion GmbH), the application was 

extended and adapted for our experiment. The application runs on Unity Engine (2019). The following 

adaptations were made: We reduced the time of the ride with the AV, integrated the Yaw 1 software 

development kit, and extended the ride to include a market scene.  

The scenario starts at an open grocery market during a thunderstorm. Ginny, a digital companion, explains 

how the participant can get home by ordering an autonomous taxi. After this monologue, the participant uses 

a tablet to order an autonomous taxi (see Figure 5). After the taxi arrives (see Figure 5), the participant raises 

the HMD a little to sit in the motion simulator. The taxi then drives autonomously (without driver or passenger 

interaction) along the predefined route. The journey of the autonomous taxi is physically mapped by the motion 

simulator. After the car stops at the side of the road, the sequence ends. 

                                                 
1 The Yaw 2 motion simulator (see Figure 4) is more advanced. Its design resembles that of a car seat, which makes it more comfortable 

than the half-sphere used for Yaw 1. However, at the time of conducting the experiment, Yaw 2 was not yet available. 
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Figure 3. Yaw 1 motion simulator Figure 4. Yaw 2 motion simulator 

To start the experiment, participants were asked to draw a random number (even numbers were assigned 

the parameterization of Script 1, odd ones of Script 2). Next, they were asked to fill out a pre-VR-experience 

questionnaire to serve as a base line. Then were they introduced to the VR gear (HTC Vive Pro Wireless) and 

strapped into the Yaw 1 for the actual experiment. After completing the driving sequence, participants filled 

out a post-VR-experience questionnaire.  

 

  

Figure 5. Autonomous taxi app in VR scenario Figure 6. Picture of AV in VR scenario 

The operationalization was based on existing literature (see Table 1). Three constructs are noteworthy as 

they are our own or were created based on constructs found in the existing literature. We used our own 

demographic variables and questions regarding mobility use. Customer value was adapted to the context of our 

study. The construct “customer value” was operationalized using three subdimensions: earnings, referral, and 

up-selling potential. Reichheld's (2003) NPS, recently extended for measuring emotions Müller et al. (2021) 

as net emotional value (NPV), measures referral potential and is often used in the context of customer 

satisfaction. Satisfaction is an antecedent to referral (Meilatinova, 2021). We decided to use NPS in this study 

because emotional value is already captured by a separate construct, and to enable comparisons to prior 

research. 
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Table 1. Overview of operationalization 

Construct  Variable name (scale) Author(s) 

Demographic  ID (0-60) 

Age in years  

Gender 

Own item 

Mobility Which means of transport do you use? (MC)  

[Car, electric car, public transport, car sharing, e-scooter, 

e-bike, bicycle, or other (open text) 

Own item 

Presence 6 items (Likert scale) Usoh et al. (2000) 

Emotional 

involvement 

5 items (7-point Likert scale) Martínez-Navarro et al. 

(2019) 

Trust 6 items  Nastjuk et al. (2020) 

Acceptance Sum of trust and emotional involvement  

Purchase 

intention 

3 items 
Vieth (2008) 

Customer value Earnings potential 

Referral potential (NPS) 

Up-selling potential 

Based on the existing 

literature 

 

LimeSurvey was used as survey tool and R as well as R studio as tools for statistical analysis. openxlsx 

[Excel import], tidyverse [visualization], magrittr [linking of commands], psych [Cronbach’s Alpha], broom 

[visualization], and reshape2 [restructuring and aggregation of data] were used as packages.  

The highly parameterized setting (treatment group) had 25 participants (56.8 percent), the low 

parameterized scenario (control group) had 19 (43.2 percent). Highly parameterized means that the script 

controlling Yaw 1 hand X = 5, Y = 2, and Z= -3 and for the low parameterized version X =2, Y = 1 and  

Z = -1 as vector that is multiplied with a velocity vector.  

4. RESULTS, DISCUSSION, FURTHER RESEARCH, AND LIMITATIONS 

44 people participated in the experiment. Nobody had to abort due to cybersickness, and both questionnaires 

were completed in full by all participants. 36 percent were male and 64 percent female. The average age was 

24. Regarding mobility, the following was reported: 77 percent (car), 0 percent (electric car), 95 percent (public 

transport), 7 percent (car sharing), 5 percent (e-scooter), 7 percent (e-bike), and 45 percent bicycle. One 

participant stated that they also walk. 

Table 2. Comparison of pre- and post-VR-application questionnaire (mean values) 

 Pre-VR (baseline) Post-VR  

 Treatment Control Treatment Control 

Presence  NA NA 2.88 2.88 

Emotional  

involvement  
NA NA 3.81 3.75 

Trust 4.12 3.96 4.19 3.93 

Acceptance NA NA 4.05 3.87 

Purchase intention  2.54 2.84 3.24 3.02 

Earnings potential 3.58 3.12 3.26 3.24 

Up-selling potential 3.42 3.64 3.32 3.44 

Referral potential NA NA 3.55 3.60 

Customer value 3.50 3.38 3.38 3.43 

 

Cronbach’s Alpha was used to check whether the constructs are reliable or not. Most constructs were above 

the cut-off value of .8 (Cronbach, 1951) and, except for “presence”, all constructs were above the cut-off value 

of .7, proposed as sufficient by Nunally (1978). The Cronbach’s Alpha values were as follows: .53 (presence) 

.71 (emotional involvement), .83 (trust), .7 (acceptance), .9 (purchase intention), and .76 (customer value).  
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A Shapiro Wilk test was also conducted. Presence, acceptance, and purchase intention were found to be 

normally distributed whereas emotional involvement, trust, and customer value were not. For further analysis 

of non-parametric or non-normally distributed constructs, a Wilcoxon test was used, as well as the t-test for 

normally distributed constructs (see Table 3).  

The Hypotheses H1 to H7 (see Table 3 below) were tested accordingly, and the test statistics as well as the 

results were reported. Except for H5b and H5c regarding purchase intention, all other hypotheses were found 

not to be significant (H1 to H4 and H6 and H7).  

It was found that neither high nor low parameterization in combination with VR affect presence or lead to 

emotional involvement, nor do they foster trust or customer value. Furthermore, a higher parameterized MS in 

combination with VR does not foster acceptance or purchase intention.  

However, low parameterized MS positively affects purchase intention (H5b), and MS in combination with 

the VR experience presented in this study positively affects purchase intention (H5c). Earlier research pointed 

in the same direction, suggesting that VR positively affects purchase intention (Martínez-Navarro et al., 2019) 

or purchasing decisions (Harren et al., 2019).  

Table 3. Overview of hypotheses, tests and results 

# Path & test statistics Result 

H1 High parameterized MS leads to higher presence values than MS with low parameterization 

(T[42] = 0.012, p = 0.495). 
Rejected 

H2 High parameterized MS leads to higher emotional involvement than MS with low 

parameterization (T[42] = -0.924, p = 0.361). 
Rejected 

H3a High parameterized MS leads to higher trust than MS with low parameterization  

(T[24] = -0.511, p = 0.693). 
Rejected 

H3b Low parameterized MS leads to higher trust than MS with high parameterization 

(T[18] = 0.794, p = 0.219). 
Rejected 

H3c MS leads to higher trust in AV (T[43] = 0.081, p = 0.468). Rejected 

H4 High parameterized MS leads to higher acceptance than low parameterized MS (T[42] = -

1.279, p = 0.896). 
Rejected 

H5a High parameterized MS positively affects purchase intention (T[24] = 0.633, p = 0.266). Rejected 

H5b Low parameterized MS positively affects purchase intention (T[18] = 2.466, p = 0.012). Accepted 

H5c MS positively affects purchase intention (T[43] = 1.972, p = 0.028). Accepted 

H6a High parameterized MS positively affects customer value (U = 140, p = 0.482). Rejected 

H6b Low parameterized MS positively affects customer value (U = 96, p = 0.492). Rejected 

H6c MS positively affects customer value (U = 454.5, p = 0.488). Rejected 

H7 High parameterized MS affects reference potential more than low parameterized MS (U = 

253, p = 0.358).  
Rejected 

4.1 Further Research  

Our study backs up earlier research and literature in suggesting that further research needs to be conducted to 

gain a deeper understanding of the constructs as well as their relationship to each other in the context of VR 

and MS. This is rather important as well as relevant because, in our study, VR and MS not only appear to have 

a positive effect on purchase intention but also on other business-relevant constructs such as customer value, 

trust, and emotional involvement. Positive effects have also been reported according to the empirical evidence. 

Hence, further research could focus on qualitative approaches to complement this study and identify the 

underlying reasons for its findings.  

The low Cronbach’s Alpha score of the construct “presence” may be addressed in further research by other 

forms of operationalization or qualitative research as to why this occurred in contradiction to prior research. 

Further research may replicate this study using a representative sample as the sample in this study consists 

of rather young participants. Finally, replicating this study using more realistic hardware and haptics  

(e.g., the Yaw 2 rather than Yaw 1 simulator) may yield different results. 
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4.2 Limitations 

The number of participants is rather low compared to other quantitative research and therefore, results may not 

be generalized unconditionally. Nevertheless, these results may be considered early stage and regarding method 

as well scenario a starting point and opportunity for further research. Also, the low Cronbach’s Alpha score of 

“presence” must be mentioned because this construct is not reliable in the context of this study and one may 

speculate that this could be linked to the following point affecting the experience and thus the concept of 

presence.  

Concerning the participants in the experiment, it could be possible that not everybody had the same 

experience because the motion simulator had to be adjusted for taller or larger participants (e.g., 1.90 m or 90 

kg) to enable the motor to bring participants back into a centered position. Similarly, due to the physical 

dimensions of Yaw 1, not everybody (especially taller participants) could take the same seated position. 

Whereas smaller participants had no issues in sitting in an upright and seated position, taller participants were 

forced to lean back a bit (which may have been a further reason for the limitation regarding the position just 

mentioned, occurred, as the leverage increases and leads to a more imbalanced setting).  

Finally, all participants were rather young, and results might have been different for a representative sample 

of the population. 

5. CONCLUDING REMARKS  

Our findings suggest that businesses looking to increase purchase intention among their customers might want 

to consider the use of VR and MS. However, a low parameterized MS is advisable because higher levels do 

not have the effect of increasing purchase intention. In addition, positive effects could not be reported for 

customer value, trust, and emotional involvement. 

These preliminary results show that VR and MS can be relevant to businesses. In the light of the trend of 

consumers shopping in electronic settings, MS may be a further sales channel to complement classic retail 

showrooms or other forms of analogue sales approaches.  

It must be pointed out that the results of our research apply to the context of AVs only. Results may vary if 

VR and MS are used in a consumer goods or B2B setting.  

We hope our research may be of interest to the initiators of smart cities concepts considering autonomous 

vehicles as part of their mobility concept. In particular, cities planning to use AVs to fight climate change may 

find these results useful, especially considering that traffic accounts for a third of emissions in urban 

communities (Perveen et al., 2017). 
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ABSTRACT 

The aim of our project is to develop a route planning method that can provide each user with an appropriate route, taking 

into consideration the walkability, safety, and pleasantness peculiar to the elderly. To achieve this goal, we constructed a 

quantitative model that expresses the relationship between the attributes of elderly users and their preference for route 

selection and proposed a method of individual adaptation of the model using post-walking preference evaluations of route 

factors. We used “acceptable detour time” to quantify user preferences. A paper survey and a walking experiment were 

conducted to examine the feasibility of the proposed method. It is confirmed that the targeted user attributes are useful in 

estimating the preferences of the elderly for the routes. In some situations, we were able to identify improvements in the 

participants’ evaluation of the routes. The result indicates the feasibility of the user adaptation method. By adjusting the 

update parameters and using more data, it is expected to plan routes that are adapted to individuals with high accuracy. 

KEYWORDS 

Pedestrian Navigation, Elderly, User Adaptive Model, Preference Estimation, Intelligent Transport Systems 

1. INTRODUCTION 

Pedestrian navigation services have become standardized on mobile phone terminals with GPS functions.  

In addition, path-finding methods that incorporate demands other than the shortest distance have also been 

studied. On the other hand, researchers have reported numerous factors that hinder the outgoing activities of 

the elderly (Muronaga and Morozumi, 2003, Yoshikawa, 2011, Mizuno, 2011). To improve the quality of life 

(QOL) of the elderly, support methods that enhance outdoor activities are attracting attention. However, 

conventional pedestrian navigation systems that only provide the shortest routes are not sufficient to assist 

the elderly when they go out. 

We are developing a route-finding method using a model that quantitatively considers physical difficulty, 

psychological vulnerability, sense of security, and preferences with respect to environmental factors on the 

route, i.e., an environmental factor cost model, in order to realize an effective route guidance method to 

improve the QOL of the elderly. In particular, we have attempted to identify factors that can consider the 

physical and mental conditions of elderly users and construct a quantitative cost function based on these 

factors. Here, we found that the difference in individual subjective evaluation is remarkable; therefore, using 

only the average value model is insufficient to obtain high user satisfaction (Furukawa, 2015). 

As a countermeasure, we got the idea of personalized navigation considering the subjective evaluation of 

walkability, safety, and pleasantness (Furukawa and Wang, 2020). Although research on personal adaptation 

methods has been conducted worldwide, it has the potential to diverge from the actual situation of users due 

to limitations in model construction methods and lack of adaptability (Novack, et al., 2018, Torres, et al., 

2018). The issue that we focused on for the practical application of this method is the “automatic response to 

individual differences of users.” This target is particularly important in improving the quality of life of the 

elderly and in making emergency decisions during disaster evacuation. 

The conditions set for the practical application of the proposed method are shown below. 

- To eliminate the influence of individual differences, we create a “set of environmental factor cost 

models” for each user. 
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- In order to ensure the convenience of the navigation system, detailed interviews regarding user 

preferences will not be conducted. 

- For the same reason, the hearing of evaluations of environmental factors to users at the time of use 

should be minimized. 

Under these conditions, the research question is, "Is a model for estimating environmental factor costs 

that automatically adapts to each user using the user’s attributes useful in finding a route that satisfies the 

requirements of each elderly person?" If this becomes possible, the cost model will be adjusted  

semi-automatically at the time of use, and the user will receive a personalized route guidance service with 

only a few responses to the evaluation mechanism. 

2. RELATED WORKS 

Research on personalized navigation has been conducted worldwide to improve pedestrian navigation 

services. The following is a summary of representative studies and their differences from this study. 

Darko et al. proposed a route search method adapted to each user’s physical condition for people with 

disabilities (Darko, 2022). A model based on the hierarchical analysis method is created for each user’s 

preference for sidewalks, depending on the time of day, sidewalk conditions, weather, etc. It has some 

limitations, such as the fact that the target is limited to the evaluation of sidewalks, and the physical condition 

and the importance of each factor must be obtained from each user in advance. The advantage of our research 

is that it minimizes the amount of information acquired in advance and automatically adapts based on 

measurement data at the time of use. 

Ertz et al. proposed a method to generate comfortable pedestrian routes in the presence of green spaces, 

social areas, and quiet roads (Ertz, 2021). Environmental factors and process methods are based on 

questionnaire surveys, and the necessity and sufficiency of route factors and the validity of quantification of 

each cost for factors have not been confirmed. Through multiple evaluation experiments, we have already 

obtained a wealth of reliable knowledge (Furukawa, 2015, 2020), which gives us an advantage. In this study, 

we focus on the user-adaptive method of quantitative cost. 

Jonietz focused on the user’s physical ability and preferences, similar to our study, and extracted 

environmental attribute data (aesthetic buildings, number of stairs, road surface conditions, green space, etc.) 

in the area visited by the user from walking history data, and proposed a route recommendation method using 

this (Jonietz, 2016). They do not use the “subjective evaluation by users,” which is taken into account in our 

study. It also positions the visit as highly rated, which has the potential to deviate from the actual situation of 

the user. The cost used is also difficult to modify by the user.  

3. A METHOD FOR QUANTIFYING PREFERENCES 

Considering the diversity of users, it is difficult to quantify preferences (i.e., walkability, safety, and 
pleasantness) in a form that can be reflected in route guidance. In this study, we use the acceptable detour 
time proposed by Matsuda et al. (2004). 

Two situations are assumed for the acceptable detour time (Matsuda, 2004). Figure 1 (a) shows the 
situation, where the detour time is the additional time accepted by the user to avoid a place with a high 
physical load (e.g., a steep slope) or high risk (e.g., a road without a sidewalk). In the situation shown in 
Figure 1 (b), the detour time is defined as the additional time that the user can accept to select the route with 
a preferred spot that is easier to walk, lower risk (e.g., an intersection with traffic signals), or more pleasure 
(e.g., a park).  

Based on the concept of the acceptable detour time, the cost considering the user’s preference is defined 
as Equations (1) and (2).  

the revised cost of the detour path =  (the cost based on the physical distance of the detour path),        (1) 

 = (travel time for the shortest path) / (travel time for the shortest path + the acceptable detour time).  (2) 
When the value of the detour route for a user increases (that is, the acceptable detour time becomes 

longer), the revised cost decreases. The revised cost will be used instead of the original cost, when the path 
has one of the spots (described in Table 1 for this study). This cost function makes it possible to take 
pedestrian preferences into consideration in route planning. 
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Figure 1. The situations assumed for the definition of the acceptable detour time 

4. PREFERENCE ESTIMATION MODEL USING THE ACCEPTABLE 

DETOUR TIME 

4.1 Preference Estimation Model Based on User Attributes 

As an approach for estimating personalized routes that meet the demands of the elderly, we propose a method 

for estimating preferences for route factors based on user attributes, i.e., a model for estimating the 

acceptable detour time for each route factor. As user attributes, it is conceivable to use the user’s age, 

physical strength, and the like. 

While age and gender are easy to use, physical fitness has many definitions and is difficult to quantify 

using a single standard. Considering the convenience of the system, it is not appropriate to measure the user’s 

physical strength before use or to ask the user many questions. It is hard to say that it is a comfortable support 

if it takes a lot of time to prepare before use. Therefore, we aimed to develop a preference estimation model 

that uses the four attributes obtained from users in advance, such as age, gender, frequency of daily outings 

(at work, shopping, and recreation), and the interval at which they wish to take a break. 

4.2 Building a Model Based on Reported Data on the Acceptable Detour Time 

4.2.1 Paper Survey on Acceptable Detour Time 

To reveal the relationship between user attributes and their preferences for route factors, we conducted a 

paper survey of the experiment participants to obtain the acceptable detour time for each route factor. In this 

study, we used the factors whose usefulness was confirmed in the related study (Furukawa and Wang, 2020). 

Further interviews were conducted and additional factors (e.g., routes with convenience stores) were added to 

the list of possible candidates. A total of 14 factors used are listed in Table 1, where each factor has 

relationships with walkability, safety, or pleasantness. A paper survey was conducted to answer the 

acceptable detour time for each factor. Fifty elderly people (over 60 years old) participated in the study and 

were paid an honorarium.  

4.2.2 Building the Estimation Models from Acquired Data 

For each of the 14 route factors, multiple regression analysis was conducted with user attributes (age, 

frequency of outings, desired break intervals, etc.), weather, and temperature as independent variables, and 

acceptable detour time as the dependent variable. The models were made separately for females and males. 

Based on the data obtained in advance, we evaluated the possibility of estimating the user’s route preferences. 

Table 1 shows the adjusted R2 values as results of the multiple regression analysis. 
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Table 1. Adjusted R2 values of the regression analysis models for the 14 route factors 

Factors adjusted R2 Factors adjusted R2 

male female male female 

1) steep slope/stairway 0.261 -0.09 8) school 0.223 0.186 

2) crowded street 0.236 0.197 9) a park 0.230 0.331 

3) a sidewalk 0.243 0.208 10) waterfront 0.199 0.345 

4) an intersection with a traffic signal 0.277 0.158 11) a police box 0.266 0.327 

5) road with guardrails 0.179 0.257 12) narrow road with poor visibility 0.230 0.408 

6) a pedestrian overpass 0.258 0.178 13) convenience store 0.231 0.323 

7) a bright path 0.207 0.244 14) a guide map 0.224 0.341 

 

The results indicate that the factors that strongly influence male and female route selection are different 

and that separate models should be used for route finding for males and females. 

The adjusted R2 value for multiple regression analysis is quite low and the model is not highly reliable. 

The multiple regression model using the attributes targeted in this study does not have sufficient accuracy, 

and it is considered difficult to provide comfortable routes to users. There are two possible approaches to this 

improvement. One is to add other attributes to the model as independent variables that may have an impact. 

Another possible method is to adaptively improve the model for individual users by using the information 

after each walk. Considering the large individual differences in preferences, we use the constructed model as 

a basic model, and examine a method for sequentially improving the model by using each user’s route 

evaluation and walking data. 

5. AN ADAPTIVE IMPROVEMENT METHOD FOR THE ESTIMATION 

MODELS 

To present routes that meet user preferences and are easy to walk, it would be effective to update the cost 

model by using information during walking and post-walking evaluations of the routes. On the other hand, 

considering the convenience of navigation, it is not appropriate to impose questions on the user that require 

time and attention to answer. It would be desirable to use simple questions that do not burden the user, or to 

use data that can be passively obtained from the user. Therefore, in this method, as a method for adapting the 

model to individual users, a method using the user’s actual walking speed and the user’s evaluation results 

for route factors was adopted. The former corresponds to data that can be acquired passively, and the latter 

corresponds to route evaluation by the user. In this research, we evaluate the basic effectiveness and 

feasibility of the idea by using a simple method. 

5.1 Model Improvement by Modifying Actual Walking Speed 

Since the acceptable detour time is used as a measure of preference, the user’s walking speed is necessary for 

the calculation of the route cost. Walking speed is difficult to estimate accurately in advance, as it may vary 

with age, gender, exercise habits, and personality. In this study, the system measures the user’s walking 

speed and uses it to generate the next route. 

5.2 Model Improvement Based on Preference Evaluation Results  

To improve the cost estimation model by adapting it to the individual, it is necessary to use subjective 
evaluation data on route factors that users prefer and reject. If users are asked to answer “acceptable detour 
time” for each factor while using a navigation service, they must make a generalized evaluation of each route 
factor independently of the situation in which they are traveling. This implementation is expected to require a 
certain amount of time and attention from the user, and may impair its convenience. In this method, instead 
of the “acceptable detour time,” the evaluation value of the user’s preference for the route factors that were 
present on the route traveled is used. The evaluation value is obtained on a 5-point scale (5: want to go 
through - 1: don’t want to go through). The cost model is improved by using the results to adjust the 
acceptable detour time. 

ISBN: 978-989-8704-47-4 © 2023

30



Specifically, the user’s preference estimation model is updated by multiplying the “acceptable detour 
time” by the following cost update parameter. Different methods are used for positive factors and negative 
factors. 

 
For favorable factors: [cost update parameter] = 1/4 * [rating value of the factor] + 1/4                        (3) 
For factors to be avoided: [cost update parameter] = -1/4 * [rating value of the factor] + 7/4                 (4) 
 
In these formulas, the correction is 1.5 times the current acceptable detour time when the preference 

evaluation value is maximum, i.e. 5, and 0.5 times the current acceptable detour time when the preference 
evaluation value is minimum, i.e. 1. 

6. A VALIDATION EXPERIMENT ON THE MODEL IMPROVEMENT 

METHOD 

The purpose of this experiment is to confirm the effectiveness of the proposed cost-improvement method in 

improving user walkability and comfort on the planned route. In this experiment, participants were asked to 

actually walk the routes planned by the model before the improvement and the routes planned after the 

improvement. Then, the comprehensive evaluation results for each route are compared. In addition, we tried 

to find out the user’s burden and improvement points by interviewing the fatigue level after walking and the 

factors that bothered him/her while walking. 

6.1 The Flow of the Experiment 

(1) Using the estimation model based on the acceptable detour time created in Section 4, we planned routes 

for each participant. 

(2) Using the navigation system, participants are asked to walk to three different destinations. 

(3) For each route, we ask them to perform a comprehensive evaluation (0-100) of walkability, safety, and 

pleasantness. 

(4) We ask participants to evaluate their preference (5 levels) for each of the route factors that existed on 

the route. 

(5) Using the model improvement method, i.e., Equations (3) and (4), using the participant’s preference 

values for the route factors, a set of the acceptable detour time for each participant is updated. 

(6) Using each participant's updated acceptable detour time and the acquired walking speed data, a new 

route planning is performed for each participant. 

(7) Using the navigation system, participants are asked to walk to the same three destinations as before. 

(8) For each route, we ask them to perform a comprehensive evaluation (0-100) of walkability, safety, and 

pleasantness. 

6.2 Experimental Conditions 

The experiment participants were nine elderly people (female: 3 in their 60s, 2 in their 70s, male: 3 in their 

70s, 1 in his 80s). The participants were chosen who were not familiar with the experimental areas, assuming 

that the user is a first-time visitor to the area. Before the experiment, the significance, purpose, methods, risks, 

and responses were explained to the experiment participants. Only those who consented actually participated 

in the experiment and paid a reward. This research plan was reviewed and approved by the Ethics Review 

Committee of the Institute of Systems and Information Engineering, University of Tsukuba (Review approval 

number 2019R349).  

The proposed route planning method using the acceptable detour time requires accurate speed 

measurements because the travel time between nodes has a significant impact on the cost calculation. In this 

experiment, the participants were asked to wear a dedicated GPS device (i-gotU GT-600). Participants are 

asked to walk to their destinations while using a navigation application on a smartphone. The smartphone 

used is “SONY Xperia XZ3 SO-01L.” The navigation application was originally created for this experiment 

using the map development kit “GeoTechnologies MapFan SDK.” 
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6.3 Areas Covered by the Experiment 

This experiment was conducted in the vicinity of Nagareyama Otakanomori Station in Nagareyama City, 

Chiba Prefecture, Japan (the corresponding area map is shown in Figure 2). This area has many target route 

factors such as school buildings, waterfront areas, and narrow and intricate roads. 

 

 

Figure 2. Area covered by the walking experiment 

Brief descriptions of the three areas walked by the participants follow. 

6.3.1 Area 1: Wide and Well-Maintained Roads 

This is the area surrounding the route from the starting point (1) to the destination (2). Many of the roads are 

quite well maintained. Since it is near a train station, there are many pedestrians and the sidewalks are quite 

wide. The road width is a little narrow in residential areas, but it is easy to walk without ups and downs. 

There are many factors related to the landscape, including riverfront roads and a relatively large number of 

parks. 

6.3.2 Area 2: Narrow Busy Roads with Sidewalks 

This is the area surrounding the route from the starting point (2) to the destination (3). Compared to Area 1, 

many roads are not well maintained. There are places where sidewalks are narrow and places where there are 

none. Some of the narrow roads have slopes.  

6.3.3 Area 3: Busy Roads with No Sidewalks 

This is the area surrounding the route from the starting point (3) to the destination (4). Many roads do not 

have sidewalks. There are a lot of pedestrians because it is near a hospital. Off the main streets, fairly narrow 

roads along the railroad tracks exist. 

6.4 Analysis of Experimental Data and Results 

A box-and-whisker diagram of the comprehensive evaluation (0-100) for each area is shown in Figure 3. As a 

result of the t-test, no significant difference was found in the mean of the comprehensive evaluation values 

for the routes of the initial model and the improved model (significance level 5%). Each participant’s data in 

Area 1 showed little or no change between the two ratings or a decrease in value. For Area 3, the evaluation 

values of 8 out of 9 participants increased, indicating that the improvements in the cost model were 

successful. Since the initial routes were quite unsafe, model improvements based on participants’ preference 

ratings would have greatly improved the safety of routes and increased their ratings. 
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Figure 3. A box-and-whisker diagram of the comprehensive evaluation for each area 

Next, statistical analysis of the data was conducted by classifying the participants’ attributes as conditions. 

A t-test was conducted separately for males and females, and the results showed no significant differences in 

the means of the comprehensive evaluation values of the initial and improved models in each (5% level of 

significance). Box-and-whisker plots of the comprehensive ratings for each area for males and females are 

shown in Figures 4 and 5, respectively. For males, there is not much improvement in evaluation. Among 

females, there is a trend toward improved evaluations. Females’ comprehensive evaluations of the initial 

routes are often low, suggesting that they may place more emphasis on the “safety” of routes. In analyses 

classified by other attributes (age and frequency of outings), no effect on comprehensive evaluations was 

found. 

Figure 4. A box-and-whisker diagram of the comprehensive evaluation for males 

 

Figure 5. A box-and-whisker diagram of the comprehensive evaluation for females 
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6.5 Discussion 

6.5.1 Effectiveness of the Cost Improvement Method 

Although no statistically significant difference was observed in route evaluation, improvement in evaluation 

could be confirmed in some situations. In Areas 2 and 3, there were many roads that were dangerous or had 

cars on them in the initial route, and these were avoided in the updated route, which probably improved the 

evaluation from the viewpoint of safety. This trend is particularly noticeable in females’ results. 

In Area 1, many users rated the initial route highly, while the updated route received a lower rating. In the 

initial route, which was highly evaluated, there is a possibility that the accuracy of the model deteriorated due 

to the overcorrection of the model parameters based on the evaluation values of the participants. In this study, 

since we focused on confirming the “improvement of route evaluation by the proposed route modification 

method,” we set the update parameter so that it can take a large value. To improve the versatility of the model, 

the variation range of the update parameters should be reduced, and the modification method should utilize a 

large number of evaluation data for the passage locations.  

Since the comprehensive evaluation of walkability, safety, and pleasantness was used for the participant 

evaluation of the routes in this study, it may make the results vague and difficult to discuss the effects.  

6.5.2 Appropriateness of Preference Evaluation Methods for Route Factors 

In this study, a 5-point scale was used to obtain ratings of the route factors (cf. Section 5.2). Considering the 

burden on the user, the required time, and the improvement in model accuracy, this format can be said to be 

appropriate. In order to further reduce the user's burden, we are also considering a method of grouping route 

factors and reducing the number of evaluation items.  

6.5.3 Appropriateness of Route Factors 

In the route factors used, sidewalks, parks, and riverside areas were highly rated by many participants and 

had a significant impact on route selection and are therefore considered appropriate. On the other hand, many 

participants commented on the “amount of car traffic” and “narrowness of sidewalks,” which were not 

included in the study, thus requiring the further study of different route factors.  

7. CONCLUSION 

7.1 Summary 

In this project, we aim to develop a route planning method that can provide each user with an appropriate 

route, taking into consideration the preferences, i.e., walkability, safety, and pleasantness, peculiar to the 

elderly. To achieve this goal, we constructed a quantitative model that expresses the relationship between the 

attributes of elderly users and their preference for route selection, and examined the feasibility of a user 

adaptation method based on the user's preference evaluation for route factors. 

In this study, we used “acceptable detour time” to quantify user preferences. The results of the paper 

survey of the elderly revealed that user attributes such as “age” and “the desired interval between breaks” 

influenced route selection, and that the impact of these attributes differed by gender. This suggests that the 

targeted user attributes are useful in estimating the preferences of the elderly for the routes. When planning 

user-friendly walking routes, separate models should be built for males and females.  

Next, we proposed a method of individual adaptation of the model using post-walking evaluations of 

route factors, and verified its effectiveness through walking experiments. In some situations, we were able to 

identify improvements in the participants’ evaluation of the routes. This indicates the feasibility of the user 

adaptation method based on the user's preference evaluation for route factors. On the other hand, there was 

also a route in which the evaluation by the participants declined. In this study, evaluation data after walking 

three routes were used to improve the cost model. By adjusting the update parameters and using more 

evaluation data, it is expected to plan routes that are adapted to individuals with high accuracy.  
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7.2 Future Works 

The first work is to conduct a new validation experiment with a sufficient number of participants to confirm 

clear conclusions through statistical analysis. Also, in order to clarify the results, it is necessary to use 

dedicated evaluation indicators for walkability, safety, and pleasantness in the evaluation of planned routes. 

Second, it is necessary to obtain additional route factors. In order to deal with route factors not covered in 

this study, a comprehensive survey of factors affecting route selection is needed. The third is the 

improvement of the model adaptation method. To improve the versatility of the model, the update value from 

a single evaluation value by the user should be kept small, and updates from the accumulation of a large 

number of evaluation data should be employed. 

The basic idea of the proposed method can be applied to evacuation route planning in the event of a 

disaster. As a tool to prevent panic among evacuees, the authors are developing a pedestrian navigation 

method with a model that quantitatively evaluates the fear that people feel during evacuation actions 

depending on the road conditions, with the goal of providing evacuees with a route that does not cause fear 

(Furukawa and Koshimizu, 2022). Although the results show that the mean value of the level of fear is lower 

for the revised method than for the shortest path, the significant individual differences in fear estimation 

should be addressed to improve the estimation accuracy. We believe that the method of individual adaptation 

of the model using post-walking evaluations of route factors has the potential to resolve the issue. 
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ABSTRACT 

The upswing of projects, conducting citizen science (CS) by means of ICT has resulted in the development of numerous 

digital participation platforms. Recently platformization as a trend away from individual project platforms towards the 

domination of larger platforms enabling the support of generic citizen science initiatives could be observed. Through 

their design and functionality these multi-project platforms thus influence the way research initiatives can be conducted 

in a participatory manner. By performing a structured artifact review of multi-project citizen science platforms on the 

market, we provide clarity towards the question, which multi-project platforms exist and how they support research 

projects. The review identified 16 platforms, that assist the conduction of generic citizen science projects. Demonstrating 

significant differences in functionality and features of the investigated platforms, the review underlines that the choice of 

multi-project CS platform presents a key decision for project initiators.  

KEYWORDS 

Citizen Science, Platform Design, Artifact Review 

1. INTRODUCTION 

Citizen Science (CS), as the involvement of non-professionals in scientific research, is receiving more 

attention in academia as well as in media.  It is considered to be a means to empower citizens to contribute 

meaningfully to research and thereby democratize scientific processes (De Albuquerque and Almeida, 2020). 

The academic discourse, recognizes its ability to generate unique insights and powering up research 

workforce (Shirk and Bonney, 2018), while presenting a source of learning opportunities to the public 

(Jennett et al., 2016; Sturm et al., 2018). Citizens have contributed to scientific achievements in a variety of 

disciplines, such as collecting and sharing geophysical data for earth observation research, or engaging in 

collective problem-solving and symptom or treatment surveillance in biomedicine (Shirk and Bonney, 2018). 

Especially in ecological research, it is only through the help of amateur scientists, that researchers have 

become access to large scale datasets, impossible to collect with traditional methods (Miller-Rushing and 

Bonney, 2012).  This however shows, that the umbrella term, describes a broad range of different initiatives, 

ranging from crowdsourcing to collegial work with citizens (Shirk et al., 2012; Haklay, 2013). The variety 

makes it difficult for practitioners and policy makers to navigate the domain (Haklay et al., 2021) and 

complicates broad claims for learning and transformative effects (De Albuquerque and Almeida, 2020; Bela 

et al., 2016). The emerging of online or digital CS describing the involvement of citizens by means of ICT 

(Reed et al., 2012; Weinhardt et al., 2020), additional enriches the variety. While the call for digital support is 

high (Liu et al., 2021), the heterogeneity of CS initiatives complicates interoperability (Göbel et al., 2017; 

Liu et al., 2021). At the same time, CS initiatives have limited resources preventing them from developing 

important functionalities (Wald et al., 2016). As a result, a shift from individual to generic infrastructure can 

be observed (Baudry et al., 2022). A series of CS platforms with varying focus and functionalities emerged to 

serve different types of CS projects (Liu et al., 2021). While some platforms are only built for specific 

projects, others evolve into integrated platforms providing a rich set of functions for generic projects (Liu  

et al., 2021). These multi-project platforms influence the way digital CS projects are designed and conducted 
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(Baudry et al., 2022; Liu et al., 2021) what in turn determines project outcomes such as the democratic and 

transformative impact or learning (Sturm et al., 2018; Bela et al., 2016; De Albuquerque and Almeida, 2020). 

Navigating the large amount of digital platforms determining whether there is an appropriate solution for 

their project is a challenge to practitioners (Brenton et al., 2018). Likewise, for citizens the intransparent 

diversity of platforms can lead to confusion and create an image of competition (Brenton et al., 2018). While, 

some authors made efforts, to compare or categorize CS platforms (Liu et al., 2021; Wald et al., 2016; Luna 

et al., 2018; Skarlatidou et al., 2019; Yadav and Darlington, 2016), a structured review of their focus, 

functionalities and characteristics is yet missing. This however, is indispensable to help practitioners leverage 

the potential of the digital offer and for the research community to identify structural gaps. We thus turn 

towards the research question: What multi-project CS platforms exist and how do they support the conduction 

of CS projects? 

To answer our research question, we conduct a structured artifact review, identifying 75 CS platforms, 

out of which 16 platforms qualify as multi-project platforms that allow to conduct generic CS projects. To 

provide guidance we review the 16 platforms, according to seven platform dimensions. As such, the review 

enables scientists, practitioners and citizens to understand and compare CS platforms based on key 

characteristics. Thereby, they can either find suitable platforms to support their needs or identify research 

gaps that are yet to fill.  

2. THEORETICAL FOUNDATION 

CS describes an umbrella term for civic engagement in research that is yet lacking a uniform definition 

(Haklay et al., 2021). The Socientize project characterizes CS as “the general public engagement in scientific 

research activities when citizens actively contribute to science either with their intellectual effort or 

surrounding knowledge or with their tools and resources” (Socientize, 2014). Originally, CS has been used 

especially in natural science, which is an important use case to date (Levy and Germonprez, 2017; Pettibone 

et al., 2017; Miller-Rushing et al., 2012). Nowadays however, it is a useful means to conduct research in 

various research domains (Pettibone et al., 2017). With the expansion of CS into a variety of fields of 

application, the heterogeneity of approaches has increased (Spasiano et al., 2021). Depending on the context, 

CS can be defined from a political, societal or scientific point of view (Haklay et al., 2021). At the heart of all 

classifications however, is the idea to define the extent and implementation of civic involvement in science 

(Haklay et al., 2021). The potential involvement can cover different parts of the research process from the 

creation of the research question and hypotheses, through data collection, to analysis and publication (Shirk 

et al., 2012). CS platforms, describe web-based infrastructures that are used to support CS initiatives  

(Liu et al., 2021). As for the term CS itself, CS platforms can comprise a variety of infrastructures that either 

present CS activities, display project information, provide support material and guidelines or best practices, 

offer tools, or a combination of the aforementioned (Liu et al., 2021). Different classifications for CS 

platforms differentiate for instance whether they are commercial or non-profit, domain specific or 

independent, national or international, or if their focus is on a single project (Brenton et al., 2018; Liu et al., 

2021). Additionally, there are platforms for specific functions such as project finders, transcription or 

education tools (Brenton et al., 2018). Within the platform landscape, a platformization can be observed, 

describing a shift from individual projects to multi-project platforms (Baudry et al., 2022). These platforms 

enable the setup of new projects with their distinct goals, sharing a common infrastructure (Baudry et al., 

2022). They thus standardize functions, as well as aspects such as community management (Baudry et al., 

2022), which makes the choice of platform relevant to initiators. The suitability of the CS platform depends 

on the project’s characteristics and should include several considerations. Brenton et al. (2018) for example 

highlights, data standards and the connection to open data portals, support features, options for customization 

and the organization and maintenance of the infrastructure as important platform features. Baudry et al. 

(2022) adds to this the dimensions of data representation and community management. To get guidance on 

the aspects that need to be considered when choosing a platform, one can also turn towards the rich literature 

on best practices for developing CS infrastructure. Several recurring motifs can be identified, that are 

summarized in Table 1. 
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Table 1. Key design dimensions identified in the digital CS literature 

Dimension Design Concept Source 

Platform 

aesthetics 

(PA) 

Reduced information on the platform (Jennett, 2014; Skarlatidou et al., 2019) 

Standardized naming and navigation (Sturm et al., 2018; Skarlatidou et al., 2019) 

Community 

organization 

(CO) 

Enable communication between 

participants 

(Sturm et al., 2018; Newman et al., 2010; Skarlatidou et 

al., 2019; Wald, Longo, and Dobell, 2016) 

Enable communication between 

participants and researchers 

(Yadav and Darlington, 2016; Sturm et al., 2018; 

Newman et al., 2010; Skarlatidou et al., 2019). 

Validate the credibility of users (Musto and Dahanayake, 2021; Newman et al., 2010) 

Data 

standards 

(DS) 

Enable secure handling of private data 
(Yadav and Darlington, 2016; Sturm et al., 2018; Musto 

and Dahanayake, 2021) 

Validate user-generated data (Skarlatidou et al., 2019; Musto and Dahanayake, 2021) 

Facilitate entering user-generated data 
(Newman et al., 2010; Sturm et al., 2018; Skarlatidou et 

al., 2019) 

Enable data analysis and visualization 
(Musto and Dahanayake, 2021; Newman et al., 2010; 

Skarlatidou et al., 2019; Wald, Longo, and Dobell, 2016) 

Support 

information 

(SI) 

Provide separate support pages (Skarlatidou et al., 2019) 

Provide educational material (Wald, Longo, and Dobell, 2016) 

Provide interactive tutorials and 

information 
(Jennett, 2014; Skarlatidou et al., 2019) 

Platforms 

usability 

(PS) 

Provide simple and clear project main 

pages 
(Skarlatidou, et al. 2019) 

Ease entry barriers (Jennett, 2014; Sturm et al., 2018) 

Communicate project goals (Jennett, 2014; Newman et al., 2010) 

Platform 

utilization 

(PT) 

Enable easy project creation (Yadav and Darlington, 2016) 

Enable reusability of components (Sturm et al., 2018; Yadav and Darlington, 2016) 

3. A REVIEW OF CS PLATFORMS 

3.1 Methodology 

For the review of CS platforms, we follow the 7-step-methodology for reviewing software artifacts from 

practice by Gnewuch and Maedche (2022). The method aims at providing methodological guidance to the 

review of real-world artifacts in a systematic way, as it is a common practice for literature reviews  

(Gnewuch and Maedche, 2022). Starting with the problem formulation (1), the main objectives and 

conceptual boundaries for the review are defined. Based on these objectives potentially relevant artifacts are 

searched for (2) and based on predefined criteria screened for inclusion in the review (3). In a fourth step 

artifacts are assessed according to their practical quality (4) which can imply the development stage or user 

feedback. The first four steps of the methodology result in a list of artifacts, that are then used for data 

extraction (5) and documented and archived (6) for traceability. In a final step, collected data can be analyzed 

and synthesized (7) to present the findings of the artifact review. While step (1)-(6) has been conducted by 

one reviewer, for step (7) two independent reviewers have been engaged in coding the documentation. For 

data extraction and coding, we followed best-practices for structured-content analysis of web pages 

(Saraswat, 1999).  

3.2 Implementation 

We implement the review of CS platforms, to provide guidance in the CS platform landscape. Practitioners 

should be able to select an appropriate platform to conduct their CS initiative, based on necessary 

functionality and key characteristics. As such, the scope of our artifact review are multi-project CS platforms. 

This implies the platform must provide opportunities to create and host a new generic project (a) and provide 
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active participation opportunities for project implementation (b). Based on these two inclusion criteria, our 

review does not focus on single-project platforms or project overview platforms (Brenton et al. 2018). For the 

software artifact search, we utilize three search directions, to provide a sufficiently extensive sample: First of 

all, we utilize provided overviews in the CS platform literature to identify 43 software artifacts (Liu et al., 

2021; Brenton et al., 2018; Luna et al., 2018; Yadav and Darlington, 2016; Aristeidou and Herodotou, 2020; 

Skarlatidou et al., 2019). Additionally, we conduct a search using the commercial database provider 

Crunchbase, that is focused on technology companies. Through the filter option ‘Citizen Science’ 14 new 

platforms could be identified. As a third search direction, we utilized two webpages of national CS 

information platforms for Austria and the EU, resulting in 18 additional platforms. Thus, our initial sample 

includes 75 CS platforms, that we screened for inclusion based on (a) and (b). As indicated by the literature, 

the sample includes different types of CS platforms: 32 platforms were project overview platforms, while 

five platforms qualified as community exchange hubs for educational material and workshops. Additionally, 

12 platforms were single project platforms and six platforms included several projects, however did not allow 

for the creation of new generic initiatives. After the screening this leaves 20 platforms that were further 

assessed in the quality assessment. When assessing quality in terms of practical usability for the review, four 

platforms had to be excluded because they were either not available in either English or German or could not 

be reviewed free of charge. This was the case for platforms, that were fee-based and did not offer a demo nor 

linked freely accessible project examples. Thus, the final review comprised 16 platforms, which were 

archived in Archive.Today 1 and can be seen in Table 2. For data extraction purposes, CS platforms were 

assessed and documented in a concept matrix, according to their offered participatory functionality based on 

Shirk et al. (2012) and key design dimensions identified in the literature (see Table 1). The matrix served as 

baseline for data analysis through two independent coders. 

Table 2. List of multi-project platforms for the review 

Platform Name Weblink 

A Biocollect-Atlas of Living Australia https://www.ala.org.au/biocollect 

B CS Center Zürich https://citizenscience.ch 

C CitSci https://citsci.org 

D conserve.Io* http://conserve.io 

E CyberTracker https://cybertracker.org 

F DataCertus https://datacertus.com 

G Epicollect5 https://five.epicollect.net 

H Inaturalist https://www.inaturalist.org 

I Ispot https://www.ispotnature.org 

J Just One Giant Lab (JOGL) https://jogl.io 

K nQuire https://nquire.org.uk 

L Pybossa https://pb.citizenscience.ch 

M SciStarter https://scistarter.org 

N Spotteron https://www.spotteron.net 

O World Community Grid https://www.worldcommunitygrid.org 

P Zooniverse  https://www.zooniverse.org 
* The review of this platform is based on two freely viewable projects and thus limited. 

3.3 Results 

The structured artifact review allowed us to characterize 16 multi-project platforms according to key 

characteristics identified in the literature. This comprised the platforms aesthetics, usability and utilization, as 

well as functionality in terms of participatory functions, community organization, support information and 

data standards (see Table 1). In the following, results are reported by dimension:  

1) Participatory functions: Platforms provide varying flexibility to support participatory research steps. 

As such, the lowest degree of participation was found for platform O, were citizens can only contribute to 

research projects by computational power. On the other hand, many platforms, focus on data collection and 

analysis: Four platforms (D, E, H, I) provide functionality to upload and classify observations, while one 

 
1 https://archive.ph 
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platform (F) allows to upload data sets and use tools for data analysis. Other platforms extend the 

possibilities for data collection e.g. to surveys (B, G, P), digital diaries (B), or different type of media (B, G, 

L). The opportunities for participatory data analysis range from functionalities for transcriptions (B, L, P), 

mapping or classification of images (B, L, P) to pattern recognition in sound or video material (L). In this 

context, four data collection and analysis platforms (A, C, M, N) stood out through their flexibility, which 

would potentially allow their usage for other participatory activities. This comprised one platform (M) 

offering a range of third-party tool integrations, another platform (C) with customizable data sheets and 

possible integrations, a further platform (A) providing multiple individual applications e.g. for evaluation or 

learning games, and a platform (N) with functionalities that can be customized on demand. Next to platforms 

for data collection and analysis, one platform (J) in the sample supports the participatory assignment of tasks, 

although tasks themselves are not conducted on the platform. This platform enables initiators to structure the 

project into several project phases. Another platform (K) enables users to define research questions, design a 

methodological approach and collect data, however except for data collection, activities are not undertaken 

participatory.  

2) Platform aesthetics: To evaluate the platforms’ aesthetics, we reviewed whether platforms had a 

concept for reducing text and for standardizing naming and navigation conventions. To reduce the 

information load, all platforms utilize pictures or icons, except for platform O, that is primarily text based. In 

particular, one platform (E) stood out, by replacing texts comprehensively through icons. Additionally, seven 

platforms (A, H, J, L, M, N, P) use expandable and collapsible text, to avoid information load on first sight. 

In terms of naming conventions, most platforms try to avoid technical terms and follow easy naming 

conventions such as ‘Project or Community’, ‘Add’ or ‘Contribute’. An exception to this was found in the 

platform I, that uses individual names e.g. ‘Spaces’, ‘Needs’, ‘Programs’ or ‘Claps’ and technical terms for 

instance in search options. For the platform’s navigation three platforms (B, C, F) allow to search for specific 

project names and one (E) for a specific web address. Besides that, three platforms enable users to search for 

names or categories (G, O, P) and three (D, K, L) platforms do not employ any search options. The majority 

of platforms (A, H, I, J, M, N) however allow for a broad search according to different characteristics such as 

age, activity or organization.  

3) Community organization: Regarding community organization, concepts for the communication 

between participants, and between participants and researchers were reviewed. Five platforms (A, B, D, E, L) 

have no concept for a project-based debate of participants, while three platforms (D, E, L) additionally have 

no possibilities to contact researchers. Five platforms (H, J, M, N, P) enable exchange within the community 

and to researchers via direct chat options. Nine platforms (C, G, H, I, J, K, N, O, P) allow for communication 

via forums, either in project-based or general forums. Other concepts for community exchange comprised 

messages on newsfeeds (J, N), comment options (H, I, J, K, M, N, P) or project-based question and answer 

options (M). For the contact to researchers or project creators additionally many projects (A, B, C, F, G, K) 

offered an e-mail option. One platform in the sample (N) especially stood out due to a broad range of options 

for community exchange. Besides communication, platforms were reviewed for a concept of evaluating user 

credibility. For ten platforms, no concepts could be detected, while for platform D this could not be reviewed. 

Other platforms enable the appointment of expert users (N, P) or award collection based on completed 

learning units (M). Additionally, two platforms implement reputation models, either based on scores (I), or 

the collection of badges (I, O). 

4) Data standards: In terms of data standards, platforms have been reviewed for their handling of private 

user data, and concepts for entering, validating, visualizing or analyzing data. For the handling of user data 

platforms differ in their concepts for registration and user profiles. For the registration platforms either 

require only a user name (E, N), a user name and an e-mail address (B, C, F, G, H, I, K, L, M, O, P), or more 

data (A, D, J), for instance the country of residence. The profile page of other users is either not visible (A, B, 

C, D, E, G), associates a user name with information about their contributions (K, L, P), or displays more 

information (F, H, I, J, M, N, O), for instance the level of education. Additionally, some platforms enable 

users to keep their user data private (C, M, N, O). For collecting project data, most platforms facilitate 

participation through specified entry masks that include for example drop-down menus, checkboxes or  

drag-and-drop (A, B, C, D, E, F, G, H, I, K, L, N, P). Additionally, some platforms provide extra help for the 

classification of data (E, H, I, N, P) in form of common mistakes, help information or automated proposals. 

Two platforms do not support data contributions (J, O) and one platform did not have standardized data entry 

options (M). In terms of data validation only four platforms present validation concepts: This comprised 

checking whether all necessary entries were filled (P), flagging of contributions through the community (N), 
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a like and reputation system (I) or the differentiation between quality levels (H). For platform D data 

validation could not be reviewed. Regarding the analysis of project data, some platforms have integrated data 

analysis tools (A, B, C, E, F, K, L, N, O, P), while others focus only on data visualization (D, G, H, I). The 

tools are either available for project initiators and citizens, or only initiators. Two platforms additionally offer 

shared codebases for researchers (C, P), while two others (J, M) do not enable data analysis. Besides project 

data, five projects allow to analyze data about the projects’ progress (B, H, N, O, P) and five projects analyze 

meta-data about the community (L, M, N, O, P). 

5) Support information: Regarding support information, three design aspects were reviewed. The first 

one comprised a concept for a separate support page. Most platforms have help pages for several topics, such 

as guidelines on how to build a project (A, B, C, E, F, G, H, I, J, L, M, N, P), or general support pages for 

citizens (A, D, H, I, J, L, N, O). Additionally, most platforms employ an FAQ page for citizens (A, C, H, I, J, 

L, M, N, O, P). Five platforms (B, E, F, G, K) do not provide any separate help pages for participants. As a 

second aspect, platforms were reviewed for their provision of educational material. Implementations of this 

feature comprised workshops (A, M, P), training sections (A, C, D, H, I, M, P), blog or newsletter articles  

(C, E, H, I, O, P) and community spaces for learning (J). Six platforms did not integrate educational 

resources by design, however, project-based integrations are still possible. Third, concepts for interactive 

tutorials or help information were reviewed. Design features that were employed in this category, were  

pop-up tutorials leading through the platform (J, N, P), tutorials and videos on project pages (H, J, M, N, O, 

P), or additional information based on hovering over content (A, B, C, K, N, O). Six platforms do not include 

interactive help information.  

6) Platform usability: Three design features, supporting platform usability were reviewed. First of all, as 

concepts for the design of the project main pages, most platforms follow the principle of deploying the same 

design for every project. Only two platforms (D, N) vary their design throughout different projects and one 

platform (E) has no project overview page by design. Five projects (B, H, N, O, P) give an overview over the 

projects’ progress on the main page, while some platforms include information on contributing participants 

(B, C, E, H, J, M, N, P) or contributed data (A, C, D, E, G, H, I, K, L, N, P). Additionally, outstanding 

features that were noted are an overview of currently active participants in the project (I, N, P), or the 

proposition of similar projects (M). Second, for the ease of entry barriers, different concepts could be 

identified: Some platforms enable participation via the web browser (A, B, C, H, I, J, K, M, P), while the 

others require the installation of software. Above that, three platforms (D, J, N) include either pop-up 

explanations, upon registration or entering a project and ten platforms provide example pictures or 

explanations for project tasks (A, B, D, I, J, K, M, N, O, P). Additionally, four platforms (A, J, M, P) indicate 

the level of difficulty for tasks or indicate the required skills for participating. Third, in terms of 

communicating project goals, two different approaches could be identified. Three platforms (E, F, I) include 

general goals on the platforms main homepage, while other platforms include an explanation of  

project-specific goals on the individual project pages.  

7) Platform utilization: In terms of platform utilization, platforms have been reviewed for their concepts 

of creating and maintaining projects, as well as their concept for reusability of components.  Regarding the 

generation of new projects, we could identify two different types of platforms: Some platforms implement 

construction tools, that can be used to create new projects yourself (A, B, C, E, F, G, H, I, J, K, L, M, P). 

Another type of platform creates new projects only on request (D, N, O). Independent of this type, some 

platforms enable projects to utilize a mobile application (A, B, C, D, E, G, N). In terms of reusability three 

different level of openness could be detected. Some platforms are entirely based on open source software  

(A, B, G, H, J, L, O, P), while others were publicly usable and accessible, however not open source (C, E, F, 

I, K, M). A third platform type presents a chargeable service (D, N). 

An overview of the results can be seen in Table 3.  
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Table 3. Summary of review results  

Di- 

mension 

Platforms 

A B C D E F G H I J K L M N O P 

Participatory Functions (PF): computational power (PF1) data collection (PF2), data analysis (PF3), task 

assignment (PF4) research questions and approach (PF5) 

PF 
PF 

2,3 

PF 

2,3 

PF 

2,3 

PF 

2 

PF 

2 

PF 

2,3  

PF 

2 

PF 

2 

PF 

2 

PF 

4 

PF 

5 

PF 

2,3 

PF 

2,3 

PF 

2,3 

PF 

1 

PF 

2,3 

Platform Aesthetics (PA): reduced information (PA1) easy naming conventions (PA2) search options (PA3) 

PA 
PA

1-3 

PA 

1-3 

PA

1-3 

PA

1,2 

PA

1-3 

PA

1-3 

PA

1-3 

PA

1-3 

PA

1,3 

PA

1-3 

PA

1,2 

PA

1,2 

PA

1-3 

PA

1-3 

PA

2,3 

PA 

1-3 

Community Organization (CO): communication between participants (CO1), communication between participants 

and researchers (CO2), user credibility evaluation (CO3) 

CO 
CO   

2 

CO

2 

CO

1,2 
- - 

CO

1,2 

CO

1,2 

CO

1,2 

CO

1-3 

CO

1,2 

CO

1,2 
- 

CO

1-3 

CO

1-3 

CO

1-3 

CO 

1-3 

Data Standards (DS): limited private user data (DS1) eased data entering (DS2) data analysis and visualization 

(DS3) data validation (DS4) 

DS 
DS

2,3 

DS 

1-3 

DS

1-3 

DS

2,3 

DS

1-3 

DS

1-3 

DS

1-3 

DS

1-4 

DS

1-4 
- 

DS 

1-3 

DS 

1-3 

DS 

1 

DS

1-4 

DS

1,3 

DS 

1-4 

Support Information (SI): support page (SI1) educational material (SI2) interactive information and tutorials (SI3) 

SI 
SI 

1-3 

SI 

3 

SI 

1-3 

SI 

1,2 

SI 

2 
- - 

SI 

1-3 

SI 

1,2 

SI 

1-3 

SI 

3 

SI 

1 

SI 

1-3 

SI 

1,3 

SI 

1-3 

SI  

1-3 

Platform Usability (PS): eased entry barriers (PS1) project goal communication on project page (PS2) similar 

project main pages (PS3) 

PS 
PS

1-3 

PS 

1-3 

PS 

1-3 

PS 

1,2 
- 

PS

3 

PS 

2,3 

PS 

1-3 

PS 

1,3 

PS 

1-3 

PS 

1-3 

PS 

2,3 

PS 

1-3 

PS 

1,2 

PS 

1-3 

PS 

1-3 

Platform Utilization (PT): project builder tools (PT1) mobile application (PT2) open source or free of charge 

software (PT3) 

PT 
PT 

1-3 

PT

1-3 

PT 

1-3 

PT 

2 

PT 

1-3 

PT 

1,3 

PT 

1-3 

PT 

1,3 

PT 

1,3 

PT 

1,3 

PT 

1,3 

PT 

1,3 

PT 

1,3 

PT 

2 

PT 

3 

PT 

1,3 

4. DISCUSSION 

In this work we followed the 7-step framework for reviewing IT artifacts to provide a structured overview 

over the availability and functionality of multi-project CS platforms. As indicated by the literature we 

discovered a notable amount of project overview platforms, community platforms or single project platforms 

(Brenton et al., 2018), compared to which the share of multi-project platforms was rather small. Nevertheless, 

we identified and reviewed 16 platforms that enabled the generation and conduction of new CS projects, thus 

qualifying as multi-project platforms (Baudry et al., 2022). Assessing the platforms’ functionalities, as well 

as their features for aesthetics, community organization, data standards, support information, usability and 

utilization, the review enabled us to draw a comprehensive understanding of the ways in which platforms 

support CS initiatives. Generally, a strong focus on functions and features for jointly collecting and analyzing 

scientific data was visible, which is however only a small part of the spectrum of possible research activities 

to include citizens (Shirk et al., 2012). Nevertheless, also within this narrow focus, the review showed that 

platforms present different opportunities and challenges and should be thus selected carefully based on the 

individual project’s needs: First, variations in the platforms’ aesthetic and usability allow practitioners to 

choose a platform according to their target audience characteristics, such as domain expertise or experience 

with digital platforms. Second, the varying options in the community organization and the provisioning of 

support enable the initiator to accurately design relationships to and the autonomy of participants. The design 

of these dimensions can have strong implications for learning or empowerment effects of citizens  

(De Albuquerque and Almeida 2020; Bela et al. 2016; National Academies of Sciences, Engineering, and 

Medicine, 2018). To this end, the results demonstrate that many innovative educational concepts from other 

educational settings such as extended reality (Garzón, Pavón, and Baldiris, 2019) or chatbots (Pérez, 

Daradoumis, and Puig, 2020; Okonkwo and Ade-Ibijola 2021) are yet missing on platforms. Third, different 

data standards could be suitable for collecting data of varying complexity, sensitivity or quality. While 

project initiators are free to choose a platform based on their preferences for the presented variations, their 
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choice is further constrained by their financial budget and the requirement for transparency and flexibility of 

the platform. 

Considering the multi-project platforms’ diversity of feature and design choices, as a practical 

contribution, our work provides guidance to practitioners in need for a CS platform to conduct their projects. 

Based on their functional needs and project characteristics they can choose a platform that fits their initiative. 

Additionally, platform providers can benefit from the insights in different implementations and concepts to 

refine their digital offer. In terms of theoretical contributions, the structured artifact review is intended to 

enable scholars to explore the current artifact landscape in a specific domain, thereby demonstrating the need 

and novelty of new developments (Gnewuch and Maedche, 2022). As such, our work allows IS researchers 

to compare CS platforms and identify structural research gaps that are yet missing in the CS landscape. In 

addition, the overview of functionality and implementations for community management, support 

information, educational material and data standards can serve as a baseline to further research learning and 

empowerment opportunities for digital citizen scientists. When using the provided review on multi-project 

CS platforms, some limitations of our research should be named. Methodologically, the presented review is 

subject to natural limits in the search process as well as the data extraction. For the artifact search, a focus 

had been set to three search paths. As such, platforms outside this search base might not have been detected. 

Additionally, four platforms had to be excluded from the review due to their practical accessibility. For the 

description of CS platforms, data extraction is based on a single reviewer, which could imply that not every 

functionality or characteristic of a platform might be detected. For future work, it would thus be interesting to 

broaden this perspective with additional reviewers. The rapidly changing landscape makes it indispensable to 

constantly screen for additional needs of CS projects, as well as new platforms emerging. As such, our 

structured platform review provides a valuable baseline for assessing how multi-project platforms support the 

conduction of CS initiatives that other researchers can build upon. Future research could use the provided 

sample of platforms to further review aspects of interest or additionally add emerging platforms to the 

review. In addition, researchers could utilize the review to identify structural gaps and thus specifically 

develop new functionality for CS projects.  

5. CONCLUSION 

In this work we have presented a structured artifact review investigating what multi-project CS platforms are 

currently available in the digital landscape and how they support the conduction of CS projects. We have 

identified 16 platforms, that support the conduction of generic CS initiatives, presenting a considerable 

amount of support technology, CS project initiators can choose from. By reviewing the platforms according 

to seven dimensions, we present notable differences in their functionality and features for various design 

challenges, as well as structural gaps in the digital landscape. As a result, the choice of multi-project CS 

platform becomes a key decision for project initiators. Therefore, the artifact review presents a valuable 

baseline, both for researchers and practitioners to navigate, use and refine the digital CS landscape. 
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ABSTRACT 

In the construction industry, it is a common practice to conduct a design review to uncover potential problems by comparing 

the designer's plan to the client's specifications before the construction begins. The design review involves cognitive process 

where conversation and debate help to cultivate effective decision-making. It also includes thinking and processing 

information to empower human communication. The designer's mental processes are crucial as they determine how 

designers address challenges and construct appropriate decisions. Hence, this study aims to investigate the cognitive criteria 

that can improve visualisation in the design review practice. This research conducted video interviews with a group of 

experts in the construction industry to elicit their feedback regarding the topic of virtual collaboration for quality assurance 

during the design review phase. The authors analysed the collected data using thematic analysis to develop cognitive criteria 

that improve decision-making during design review. The results uncover the possibilities of more future studies in this area. 

In conclusion, cognitive criteria with the aid of Virtual Reality (VR) have emerged as a potential solution for enhancing 

visualisation during the design review process.  

KEYWORDS 

Cognitive Process, Cognitive Criteria, Design Review, Visualisation, Virtual Reality 

1. INTRODUCTION 

Nowadays, the construction sector in Malaysia is embracing Industry Revolution 4.0 applications to reduce 

labour hours and achieve increased flexibility, efficiency, and quality production. Hence, design review during 

the design stage is critical to ensure that the design complies with all necessary operational, safety, 

environmental, and industry requirements. Design review is the process of reviewing the design according to 

the client’s requirements to identify problems before the construction begins. In Malaysia, the construction 

firm still relies on traditional design review practices during the presentation stage of construction 

development. Thus, it is difficult to introduce a new intervention without exhibiting the advantages and 

limitations of its usability, especially for designers who follow conventional modus operandi  

(Czmoch & Pękala, 2014). 

To achieve a better design review, the presentation of the design must be adequately assessed, and the 

design must be judged using reasoned and objective criteria rather than the designers' or developers' 

preferences. According to Balali et al. (2018), factors that will affect the project timeline during the regular 

design review session, such as changing orders, are due to a lack of understanding and communication between 

designers and stakeholders. As a result, the design review prizes high-quality visualisation and communication. 

Recently, the use of VR in design review is gaining momentum in integrating the workflow with 3D 

construction models and establishing a rapport between designers and clients. The VR environment allows the 

evaluation of unanticipated issues, typically caused by design mistakes, poor performance, and health and 

safety concerns in terms of time, costs, and resources (Goulding et al., 2012). It can also assist designers in 

reaching a mutually agreed settlement with stakeholders to expedite the flow of construction activity  

(Du et al., 2018). Hence, VR is capable of resolving difficulties regarding quality output during design review. 

However, it has inescapable obstacles and drawbacks that must be addressed (Fox & Felkey, 2017), including 
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technical hardware issues, user-friendly interaction design, and incorporation of various data types for 

advanced VR analytics.  

Therefore, this study aims to investigate the cognitive criteria in VR to improve the design review process 

which is one of the critical elements in the construction domain. It identified the cognitive criteria through 

interview sessions with experts and thematic analysis. The contribution of this study anticipates a means for 

effective discussion and empowering decision-making among the clients and designers or architects.  

The organisation of this article is as follows: Section 2 introduces the background of this study; Section 3 

presents the research methodology; Sections 4 and 5 report the results and discussion, respectively; Section 6 

concludes the article. 

2. RELATED WORKS 

2.1 Design Review 

In the construction industry, the term 'design' encompasses drawings, design details, specifications, bills of 

quantities, and calculations created for the purpose of a design, which allows the project team to focus on safety 

and health issues and other vital aspects of the project (“Guidelines on Occupational Safety and Health in 

Construction Industry (Management),” 2017). Design review is a critical part of the planning process  

(Mathers et al., 2013) because it allows the designers and clients to share information and assess the project's 

design based on requirements to detect flaws before the construction begins. Most reviews are in the form of 

presentation sessions in which the design team and client present the plan to the evaluation panel and engage 

in conversation to obtain the comments from panels (Mathers et al., 2013). As part of the standard design 

process, the review process also allows the project team to focus on safety and health issues. 

2.1.1 Virtual Reality and Its Adoption in the Design Review 

Virtual reality (VR) is a virtual experience that is similar or completely distinct from reality, where users can 

communicate and interact in a simulated environment while analysing and collecting data from the 3D 

construction model. VR technology has been adopted to the construction industry for more than two decades 

(Thabet et al., 2002). The main reason for its high adoption rate in various businesses, including construction, 

is that VR enables designers to better comprehend the workflow, facilitates development, and increases 

operator safety (Park et al., 2018; Ray & Teizer, 2012). 

One benefit of VR is that it enables powerful adaptive evaluation based on a multitude of design parameters 

and presents the outcome in a simulated environment. According to Lucko, Benjamin and Madden (2008),  

VR simulation of building operations is practicable, safe, less time-consuming, and cost-effective. In addition, 

it permits precise monitoring of the operation’s driving factors and the parameters can be changed multiple 

times instantly to obtain the statistical mean and variance readings for choosing the optimal design.  

Additionally, the realistic experience of VR technology is advantageous to the construction industry  

(Brioso et al., 2019). Whisker et al. (2020), discovered that a full-scale 3D virtual model of a construction 

project can aid designers and learners in comprehending, learning, and gaining experience by evaluating 

designs for their constructability and create suitable construction plan for complex buildings or infrastructure 

projects. Immersive VR also enables stakeholders to experience the full-scale representation of a virtual facility 

prototype in a realistic and accessible way through immersion and a sense of presence, hence facilitating the 

collection of input and feedback during usability-focused design review sessions (Ventura et al., 2020). Thus, 

incorporating virtual technology into the design review can provide effective yet interactive discussion. 

2.2 Cognitive Process 

Thinking, reasoning, learning, and remembering are all the end results of the human brain's cognitive process, 

which are defined by the way the brain receives and handles information. All designers’ actions when analysing 

data or information are acts of cognition. Furthermore, understanding the scope of their own cognitive abilities 

is an essential part of the design process. The term "cognitive processes in design," as defined by Tschimmel  

(2004), encompasses the thinking and interacting abilities necessitated for design which include perceptual, 
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creative, communication, learning, emotional, and collaborative processes. Therefore, it can overcome 

problems with reasoning, solution-seeking, conceptualization, and communication, as well as facilitate a more 

fruitful application of the creative design process by appreciating and accommodating individual differences 

in the cognitive process.  

Nevertheless, most of the mental work involved in a design review can cause the developers' mental 

workload to increase, and thus, designers need to maintain open lines of communication to prevent cognitive 

burnout. Besides, it is inevitable that there are misunderstandings during the group discussion since every 

designer has a different degree of understanding. Another possibility is that the information supplied is only 

retained or comprehended at the time it is first encountered. Therefore, (Motte, Andersson and Bjärnemo 

(2004), argued the necessity to investigate the designer's cognitive process to better understand their abilities 

and explore the cognition weakness or limitation. Designers need to navigate the topics throughout the design 

review process, including coordinating with the developer to ensure clear and concise explanations.  

In addition, the design skills and knowledges gained from studying fundamental processes, absorbing 

domain information, and examining previous satisfied examples can contribute to promising ideas before 

constructing the mock-ups for visualisation, comparison, and execution of the concepts (Gero, 1998). This 

cognitive process empowers humans to engage effectively with their environment and adapt to any 

circumstances. According to Gross and Medina-DeVilliers (2020), from a Bayesian perspective of cognitive 

process, individuals calculate the costs and benefits of a measure using their prior information and experience. 

Thus, consulting the experts can obtain a higher level of knowledge that can contribute to a more efficient 

identification of cognitive process compared to debate amongst peers. 

2.3 Virtual Collaboration Quality (VCQ) 

Advanced visuals can encourage people to interact and participate in discussion to reach a satisfactory decision. 

According to Hamrol (2015), the visual element is the centre of focus in most previous work. Hence, a VR 

system can promote advanced visual representation during client configuration, solving problems, and 

preventing communication crises. Besides, data visualisation is more effective in communication and 

understanding than writing or drawing (Cham et al., 2020). Meanwhile, dialogue can lead to decision-making 

or idea-exchanging (Gjerde, 2017). During the design review session, designers and clients discuss designs, 

ideas, and decisions through visualisation and dialogue. This research covers four aspects of Virtual 

Collaboration Quality (VCQ), including communication, decision, discussion, and visualisation, as depicted in 

Figure 1. These classifications determine the quality of cognitive process during the design review. 
 

 

Figure 1 Virtual Collaboration Quality (VCQ) (Azizo & Ali, 2022; binti Azizo et al., 2022) 

3. METHODOLOGY 

To explore the cognitive criteria in VCQ during the conventional design review process, this study established 

a qualitative method by using an unstructured interview with an open-ended questionnaire for the experts in 

the construction industry to gather information and verify it (Berman, 2017; Creswell et al., 2011). Due to the 

Covid-19 pandemic, it is a necessity to use digital technologies (De et al., 2020) to collect the data via video 

meeting with industry experts. Since the goal of qualitative research is to construct knowledge from first-hand 

accounts of human experience and researchers need to follow a certain protocol to produce reliable and useful 

findings, this research chose qualitative research method for this investigation (Sandelowski, 2004).  

Five experts from the industry took part in the unstructured interview. Besides, the consultation and knowledge 

from the experts can improve the reliability of the interview results (Thakur, 2008; Wolfartsberger, 2019), 

because they had been involved in a wide range of experiences over the entirety of the construction process.  

Table 1 shows the information about experts invited for unstructured interviews. 
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Table 1. The details of experts of unstructured interviews 

Experts 1 & 2 3 4 5 Total 

Expertise Architect Architect 

(Government) 

Civil Engineer Quantity Surveyor  

Experience > 10 years > 10 years > 10 years > 10 years  

Total 2 1 1 1 5 

4. RESULTS 

This research conducted the thematic analysis by utilising NVivo software version 12.0 plus, a qualitative data 

analysis program that enables uncomplicated qualitative data analysis to aid researchers in acquiring a deeper 

understanding about specific research. All of the experts' feedbacks from the unstructured interview sessions 

was thematically analysed based on a six-step thematic analysis approach (Braun & Clarke, 2006), including 

(1) familiarisation with the data, (2) generating an initial code, (3) searching for preliminary themes,  

(4) reviewing themes, (5) defining and naming themes, and (6) summarising the thematic network in a mind 

map to easily identify the cognitive criteria in the design review (Mansor, 2021). According to Braun and 

Clarke (2006), thematic analysis is a suitable method for analysing the viewpoints of several respondents, 

uncovering similarities and contrasts, and delivering unexpected results. Figure 2 illustrates details of the 

thematic analysis.  
 

 

Figure 2. Phases of thematic analysis (Braun & Clarke, 2006; Mansor, 2021) 

Azizo and Ali (2022) stated that incorporating an interview by involving three experts in the research can 

determine the cognitive processes. As a result, the interview outcomes showed the generation of initial codes 

that contain comparable information from all supplied data, including 'luxurious design', 'inviting design', 

'grandeur design', and 'welcoming sense' that were combined under the code term 'quality of space.' Next, the 

initial theme for the ‘quality of space’ code was classified under ‘vision and imagination’. Then, all preliminary 

themes were identified and described completely which encompasses ‘design awareness’, ‘coordination’, 

‘sharp discussion’, ‘firm’, ‘perceiving’, ‘understanding’, ‘teamwork processes’, and ‘evaluation’. In addition, 

under the ‘visualisation quality’ is the cognitive design that includes ‘visual perception’ theme  

(Sulaiman et al., 2020).  

Lastly, this study created a thematic mind map to show the general theme-codes network link. The thematic 

network is a multi-actor organisation that combine existing knowledge on a focused issue for consultants, 

clients, and more. It is a method used for analysing text material thematically and illustrating the network's 

relationship graphically (Attride-Stirling, 2001). The use of colour encodings is as following: orange represents 

the initial codes, pink represents the codes, blue represents the preliminary themes, green represents revised 

themes, and white colour represents the VCQ's major parameter. Accordingly, the authors classified the ten 

codes into five revised themes from the five preliminary themes. Figure 3 provides a mind map summary of 

the additional data according to Braun and Clarke (2006) that utilise the thematic analysis. 

5. DISCUSSION 

The five revised themes are grouped under four VCQ's major parameters where ‘visual perception’ is under 

‘Visualisation Quality’, ‘synthesising’ is under ‘Communication Quality’, ‘knowledgeable’ and ‘leadership 

perspective’ are under ‘Discussion Quality’, and ‘decision making’ is under ‘Decision Quality’. During the 

design review, understanding the design specifications by all stakeholders is the first and most crucial step 
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toward effective and quality communication. Hence, cognitive performance for all designers and stakeholders 

during the discussion is pivotal to reach an agreement from any problems. Furthermore, understanding the 

cognitive criteria can assist in the adoption of VR in design review to improve the design review process. 

According to Paes and Irizarry (2018), an immersive VR system improved decision-making during design 

review by improving the user's cognitive performance in expressing and comprehending the design ideas. 

Hence, the cognitive performance of designers and stakeholders throughout the dialogue is critical to obtain a 

consensus on any topics. In a nutshell, high-end technology can improve the efficacy of design reviews by 

assisting the stakeholders considerably in understanding their design and reducing cognitive strain  

(Frederiksen et al., 2020). Thus, the study of cognitive processes is necessary to enhance the use of VR in 

design review. The following sections explain the four VCQ's major parameters in detail. 

 

 
Figure 3. Summarisation of the thematic network mind map 

5.1 Visualisation Quality 

Visualisation is crucial in design review. As mentioned by Expert 1, the design review prizes the first visual 

impression of the building’s entrance whether it has a welcoming and inviting presence that attracts the people 

to visit. Yee et al. (2012), indicated that visualisation improves decision-making where they are used internally 

to articulate findings and keep empathy for the client or context, as well as a communication tool with project 

stakeholders. By visualising the complete scale of architectural design (Liu et al., 2020), immersive VR can 

help with the decision-making process (Soust-verdaguer et al., 2021). Visual perception entails viewing, 

absorbing, and recognising an object or surrounding, and then, arranging the information mentally. Alhadad, 

(2018), argued that visual perception encodes the properties of the visualised information in the working 

memory. Through the design review process in VR, designers and stakeholders or clients are more aware of 

the building's structure or uncover existing problems in the design. 

5.2 Communication Quality 

Communication is the process of communicating information or knowledge between peoples through speaking, 

writing, viewing, or reading the media, nature, or other sources. Expert 2 stated that the accuracy of information 

is crucial to provide an efficient workflow because the contactor does not need to create a physical prototype 

if the visual is presented accurately. Hence, effective communication can facilitate productive discussion and 

decision-making. Communication can also produce hypotheses that can be tested which lead to experiment 

planning, changing hypotheses, and concluding a result. Synthesis is the process of making a new argument 

and a new point of view. It is one of the most important cognitive processes (Wang, 2015) for making good 

conclusions from communication. Besides, Paes and Irizarry (2018), asserted that a thorough understanding of 

design requirements by all designers and developers is the first and most crucial step toward effective 

communication in a design review scenario. Therefore, immersive VR was demonstrated to enhance 

communication between specialists and clients by bridging the construction site into the discussion room 

(Tibaldi et al., 2020). 
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5.3 Discussion Quality 

Discussion is the method or procedure of discourse that leads to valuable results in conclusion. Typically, the 

discussion process leads to decision-making or the exchange of opinions concerning the discussed subjects 

(Gjerde, 2017). Thus, knowledge of cognition is essential because it comprises information about oneself as a 

learner, knowledge about learning approaches, and knowledge about when and why to employ a certain 

strategy. Bundeswehr and Padagogik (1982), stated that cognitive knowledge is related to a person's 

understanding of his or her own cognition. To guarantee that the debate is relevant to the issue at hand, it is 

necessary to possess the appropriate expertise. Moreover, Expert 1 said that the leadership perspective is a 

good quality and guiding concept that can achieve the goal and serve as a model for others to emulate. 

According to Eden and Leviatan (1975), which is referenced by Lord and Emrich (2000), most respondents 

feel that the leadership factor is essential to their everyday lives. Moreover, the impact of communication 

between designers and stakeholders or clients is significant to design negotiations, deliver an idea or thinking, 

and make decision. During the design review, designers use their understanding of the design to argue with 

other designers and discuss which facts and data are most beneficial. 

5.4 Decision Quality 

The designers and stakeholders meet during the design review meeting to examine the construction project's 

planning and the repercussions of project failure. Quality decision-making must occur during the meeting to 

reach a plausible conclusion. The reviewers must maintain a democratic balance of power to prevent 

unfavourable decisions that could affect the project’s costs and time (Gjerde, 2017). Therefore,  

decision-making is one of the most basic cognitive processes in human behaviour, in which a preferred 

alternative or course of action is selected among a variety of alternatives based on predetermined criteria (Lee 

& Ostwald, 2020; Wang et al., 2004). Several factors that influence decision-making, such as past experiences, 

various cognitive impediments, the ability to engage and sunk performance, individual differences in age and 

socioeconomic status, and a sense of personal responsibility, can influence a decision-making process 

(Dietrich, 2010). The cognitive process of the designer's decision-making and problem-solving skills is also 

engaged in the growth of design concepts, according to Sun and Yao (2011), Individual behaviour is a 

significant aspect in the study of decision-making in psychology because an individual's reaction can influence 

their decision-making. 

6. CONCLUSION 

The findings of this study contribute to the expanding body of information regarding the cognitive criteria 

utilised by designers during traditional design reviews. It is crucial to organise the design review into revised 

themes based on cognitive criteria of the VCQ to enhance the design review experience. By developing a 

quality design review process, time and money can be saved because it can help produce effective  

decision-making amongst designers. A paucity of research on cognitive processes in VR-related architectural 

research, such as spatial or behavioural, visual perception, and other cognitive processes (Paes et al., 2017) 

may contribute to the knowledge gap in this area. The results from the unstructured interviews with 

construction experts can also be incorporated into new technologies, including VR, to compare the 

effectiveness with traditional methods in generating satisfied design review decisions. Hence, the authors 

anticipated that it could improve the productivity of designers in a construction project by analysing their 

cognition during design review, thereby maximising the use of VR for visualisation and, ultimately, 

contributing to the improvement of the construction industry, especially in Malaysia. For future work, the 

authors will create a questionnaire according to the revised VCQ thematic network and conduct an experiment 

on a group of construction experts to use the traditional method and VR technology in the design review. The 

outcome of this future study aims to identify the feasibility of VR technology in the design review process and 

how it affects the cognitive process of designers. 
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ABSTRACT 

Cybersecurity in Brazil and around the world has expanded due to the majority use of the world wide web through 

Information and Communications Technology (ICTs). In the educational field, the use of mobile devices during the 

COVID-19 pandemic was the common tool both students and teachers found to facilitate studies once the lockdown and 

the social distancing came into force, and remote teaching was adopted and implemented by universities. Notably, the 

Professional Graduate Program in Electrical Engineering (PPEE), at the University of Brasília (UnB), has a professional 

postgraduate program that aims to train its students in that cybersecurity—using mobile learning as one of its learning 

tools—which is relevant to public and private institutions. 

KEYWORDS 

Cyber Security, Remote Learning, Mobile Learning, Postgraduate Program, Master’s Degree Program 

1. INTRODUCTION 

Currently, when we consider the high availability of access to global computer networks and the various 

information and communications technologies (ICTs), the digital world has exponentially grown—according 

to the International Telecommunication Union (ITU), in 2021, the number of global internet users reached  

4,9 billion, which accounts for 63% of the world population (ITU, 2021)—encompassing, and developing the 

structure of several private and governmental entities. Conversely, the training of qualified professionals in the 

data protection and cybersecurity field has not followed this growth—in other words, the lack of qualified 

professionals creates breaches for cyber-attacks. According to the Security Report, Brazil was the 5th country 

with most of the cyber-attacks in the world, which brought financial losses to establishments as well as to their 

users.  

Educational tools and strategies have also been redefined by ICTs, especially from 2020 onwards, when 

we had to adopt social distancing protocols due to the COVID-19 pandemic outbreak, and because of that, 

face-to-face activities were suspended to reduce the virus transmission. Educational activities were also 

suspended for a certain period of time, returning only remotely so that the damage was reduced as much as 

possible. 

The dramatic increase of the use of easy-to-handle mobile devices—such as smartphones, tablets, laptops, 

and e-readers, for example—with the fifth generation of mobile network (5G) provides the student with a 

collaborative learning network, making it possible for them to experience new learning situations. 

According to Al-Emran et al. (2018), mobile learning (M-learning) provides access to information, 

educational resources, and learning tools to students anytime and anywhere, and the learning process is not 

limited to a specific place (Corbeil & Valdes-Corbeil, 2007, as cited in Biswas et al). In addition, M-learning 

empowers and facilitates the shared knowledge in the teaching-learning process between learners and 

educators, bringing several opportunities for both without imposed restrictions (Al-Emran et al., 2020). 

Encouraging the use of new technologies in the pedagogical scenario, by students and professors, within 

formal university learning had already been identified as a necessity (Bauer et al., 2020), nevertheless, it can 

be said that this use was propelled due to the pandemic with the implementation of remote teaching. And 

because of its greater scope and reach, reduced costs, and flexibility for the student to be able to balance study 
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and private life; remote teaching has, therefore, contributed to the qualification of professionals  

(Maia & Meirelles, 2009). 

Considering the challenges of cybersecurity and the need for courses on the subject at hand, our paper 

presents the experience of the Cybersecurity course—presently provided by the Professional Graduate Program 

in Electrical Engineering (PPEE) of the University of Brasília (UnB), in Brazil—during the years 2020-2021. 

The PPEE of UnB is developed by the Department of Electrical Engineering (ENE) of the Faculty of 

Technology (FT), and is ruled, where applicable, by the current legislation, as established by the provisions of 

the National Council of Education (CNE), by the Statute and General Regulations of the University of Brasília 

and by the Resolutions of the Teaching, Research and Extension Council (CEPE) nos. 0098/2020, 0080/2021, 

and 217/2016. 

Our objective is to carry out a survey of the contributions that a Professional Training Program in 

Cybernetic Security can add to the training of qualified professionals and what is its impact on the labour 

market. And, also, we want to present to other graduate programs the methods and techniques supported by 

mobile technologies used by our PPEE, opening a communication network for dialogues about innovation 

between ours and graduate programs. Despite being a case study, the survey we herein conducted is 

instrumental in obtaining innovative alternatives and possibilities so that it is possible to increase the 

discussions on the capacity of the Brazilian professionals who are being trained. 

The study is organised as follows: related works, course structure, extracurricular activities, professors, 

students, and intellectual production. Sections have been selected to cover all areas of the program and to 

provide insight into the surrounding categories. 

2. RELATED WORKS 

The works related to the case study herein presented are the ones that address the practice and introduction of 

M-learning applied in a context of higher education, at graduate level. 

Bauer et al. (2020) state that a range of scenarios of different types of learning can be used in higher 

education, from individual M-learning units to virtual teaching. In their work, the authors used as example 

practical and pedagogical scenarios—videos, weblogs, e-portfolios, wikis, online research tools, and 

collaborative tools—developed and applied by participants of MINE Project in partner universities. 

Farley et al. (2015), in How Do Students Use Their Mobile Devices to Support Teaching? A Case Study 

from an Australian Regional University, concluded in their case study at the University of Southern Queensland 

on the need for pedagogical approaches that are more focused on student’s learning and the improvement of 

their critical thinking, collaboration, and communication. These approaches should encourage students to take 

responsibility for their own learning so they can apply theoretical concepts in real situations. 

In Bangladesh, Biswas et al. (2020) shared a questionnaire by Google Docs, randomly distributed amongst 

several undergraduate and graduate students in universities in the region, about the perception of the use of  

M-learning during the beginning of the COVID-19 pandemic. The students were already familiar with  

M-learning, so the responses were quite positive. Amidst their findings, the authors concluded that mobile 

learning proved to be a useful tool during that first year of the pandemic, given that the place of study was 

limited to an environment outside the universities’ grounds. In addition, the students also noticed an 

improvement in the relationship between them and the teachers. 

3. COURSE STRUCTURE 

The PPEE’s mission is to promote personnel training and research on advanced professional practice that helps 

to evolve scientific and technological knowledge, allowing to train a professional capable of working in 

technical-scientific and innovative activities. With the inclination to work in any of the professional fields of 

electrical engineering, without coverage of its sister academic program, the Graduate Program in Electrical 

Engineering (PPGEE), the focus on cybersecurity makes it possible to meet the needs of the labour market. 

In the Federal District of Brazil, it is possible to find a variety of institutions in which the training of 

professionals and applied research are of great interest. Therefore, the focus on cybersecurity is maintained as 

the only major area of concentration, despite being broken down into six strongly linked and complementary 
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lines of research, namely: Information System and Networks Security; Science and Data Engineering; Security 

and Cyber Intelligence; Decision-making in security and cyber intelligence, processes, data engineering and 

artificial intelligence; Conceptions and developments of strategic and critical materials; and Security of 

information processing and  Communications in electro-electronic-computer systems.  

This structure has been attracting students from institutions or public agencies, generating technology 

transfer processes and knowledge. 

As an assistance to the student’s intellectual production, the Central Library of the UnB (BCE) has a 

collection of 563,069 volumes and 7,902 journal titles, of which 37,145 of the volumes and 2,143 of the journal 

titles address areas of exact sciences and engineering. On top of being connected to the world wide web, the 

BCE has a cataloguing and indexing system available for online consultations. The library offers an 

institutional repository, the Institutional Repository of the UnB (RIUnB), for the dissemination of scientific 

production carried out at the university. The library also has a Digital Library of Monographs, where an archive 

of theses, dissertations and monographs produced at the UnB can be found, including those that have been 

produced at the PPEE. 

The update and access to the reference repositories, such as those in the BCE, are extremely important for 

the foundation of scientific knowledge, and the production of future academic works, as well as for 

consultations by companies. 

It is noteworthy the number of laboratories of the Department of Electrical Engineering, along with 

classrooms, study rooms, professor’s rooms, and administrative areas, with local wireless and affiliated 

computer networks included available. In three different points of presence of this network, there are routers 

with 1Gbps connection to the UnB Network (RedUnB), and from this network—via the Metropolitana 

GigaCandanga Network, with 10Gbps of connection—it is created the National Teaching and Research 

Network (RNO). Through this network, and using approximately one hundred computers and internet access 

booths, the student has access to scientific and technical information available through retrieval systems, both 

in the department itself and in the Dissertations and Theses Base of the Central Library of the UnB and on the 

Coordination of Superior Level Staff Improvement (CAPES) journal portal. 

Although students are currently not using floor spaces of the university—since the use of the personal 

equipment allows, with the help of mobile networks, easy access from different locations—all classrooms are 

equipped with computers and multimedia equipment with internet access via wired and wireless network. 

For this purpose, the environments of Microsoft Teams and Moodle (Aprender2) from UnB are used with 

the support of the Centre of Distance Learning (CEAD/UnB) along with Moodle from the Laboratory of 

Networks (LabRedes)—www.campusvirtual.unb.br. The laboratories remained fully functional during the 

pandemic of COVID-19 to provide support to professors and technical and administrative staff as well as to 

students—who are working from home. 

The virtual laboratories for the students, important for the development of knowledge about communication 

networks, were carried out remotely during the pandemic. The students, under guidance, set up their own virtual 

laboratories, which provided them with greater computational processing capacity; conversely, the laboratories 

development relied on resources of commercial or personal devices, which, according to the students, led to 

numerous difficulties associated with hardware, software, capacity, compatibility, amongst others. The 

students themselves came up with a solution and suggested the assembly of the laboratories by the professors, 

making them available through VPN, speeding up the process. 

The Decision-Making Technologies Laboratory (LATITUDE), where the physical structure of the PPEE is 

located, has resources from the Law of Information Technology (“Lei da Informática”) of the Ministry of 

Science, Technology, and Innovation (MCTI) through the FUB-Dell contract—signed by the University of 

Brasília Foundation (FUB) and Dell Computadores do Brasil LDTA. The laboratory is an environment for 

cooperation between projects, such as: Audit System Project (SIGA), Budget Secretariat (SOF) Project, 

Integrated Planning and Budgeting System (SIAP) Project, Virtual School of SOF, National School of Public 

Administration (Enap) Project, Service Management System (SGS), amongst others. This interaction with 

government agencies, researchers and subjects is important and goes beyond the admission of students to the 

PPEE for they are able to interact and learn with senior members of various subjects. 

The PPEE regulation has been adapted to meet the demands of academia and labour market, for example, 

currently, there are two mandatory disciplines, namely: Scientific Research Methodology, and Cybersecurity. 

These disciplines recycle, both in the production of academic works, and in the basic knowledge of the area of 

interest. The concern lies within the professionals who, numerous times, were estranged from their studies, and 

needed to become accustomed to the professional master’s degree. 
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The other disciplines are adapted to the specificities and areas of knowledge of the professors, e.g., study 

of the Law of Guidelines and Bases (“Lei das Diretrizes e Bases”), Data Science, Cryptography, Application 

of Distributed Networks, and more. 

4. EXTRACURRICULAR ACTIVITIES 

The program has been helping in the training of professionals, specifically in the forensic sciences field, thus 

providing higher integration between academia and the productive sector. To that end, together with the 

Decision-Making Laboratory (LATITUDE), the PPEE connects institutions and government agencies through 

research projects in which students and professors exchange expertise in order to deliver a quality product. 

It is possible to grant paid scholarships to the students participating in projects in partnerships with 

institutions such as the Brazilian Intelligence Agency (ABIN), the Ministry of Justice and Public Security 

(MJSP), the National School of Public Administration (Enap), and the Attorney General’s Office (AGU). 

Those students tend to continue the course and have a better performance in other activities.  

5. PROFESSORS 

The faculty is composed mostly of PhD professors from the permanent personnel of UnB in effective exercise 

at the university. In general, these professors work in specific orientations and co-orientations, and also teach 

disciplines. 

Intending to explore the synergy created between the university and the productive, and governmental 

sectors—the target of training and research products—the faculty addresses the professional demand and 

maintains the adequate adaptation to the program’s proposal, allowing to achieve results with a high level of 

innovation and considerable applicability in the routine of the partner organisations. For this, new criteria of 

accreditation and tenure of professors were defined in accordance with the objective of obtaining a better 

evaluation by CAPES. As a result, the program has some of the professors as productivity fellows of the 

National Council for Scientific and Technological Development (CNPq), and several external participants and 

visitors who are highly qualified in the Cybersecurity field. 

6. STUDENTS 

The PPEE offers a professional master’s degree, which is one of the few existing in the Midwest (“região 

Centro-Oeste"), cooperating with economic and social advancement of the region. In particular, the area of 

concentration of cybersecurity contributes greatly to the development of tools and innovations that boost Public 

Security and are also used to tackle new types of crime throughout the country as well as to support critical 

infrastructures of electricity, telecommunications, and internet. 

These characteristics make the PPEE a highly sought-after program in its selection process and the 

candidates opening slots are always taken by the best ranked and approved candidates. Corroborating with this 

information, the PPEE has students working effectively in several relevant units in the field, with researchers 

with exclusive dedication in the production of academic content, clearly demonstrating the contribution of the 

program in these sectors. 

Figure 1. Place of professional activity of the students. The figure exhibits a graph with the number of 

students with exclusive dedication placed in various units with due relevance to the program. 
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Figure 1. Place of professional activity of the students 

7. RESULTS 

We conducted a survey questionnaire amongst PPEE teachers and students about the teaching methods the 

PPEE had adopted during the COVID-19 pandemic, and we received 45 responses, 73.3% students  

and 26.7% professors. From the analysis of the answers, we gathered that 78.8% of the student respondents 

agreed that remote learning, synchronous and asynchronous, was appropriate enough to teach about 

cybersecurity, having the same percentage in terms of achieving the course objective. Amongst the open 

answers, we noted that students requested more synchronous activities, for longer periods, removing or 

increasing the deadline for activities outside of class hours. 

Aiming to give visibility to the program, the PPEE developed and has been keeping its website updated 

(https://ppee.unb.br/) in order to disseminate the most significant information. The webpage also provides 

access to the previously produced master’s essays in the program. 

At present, the PPEE has almost 800 productions by professors that may have participation of students, as 

well as a total of 30 essays already defended. It is worth mentioning that due to the COVID-19 pandemic, the 

classes had a considerable loss in the completion of the course, therefore, with the gradual return of the 

activities, the students have been organising to defend their essays in the coming months. 

Through the Sucupira Platform, from the Coordination for the Improvement of Higher Education Personnel, 

it is possible to issue an academic production report for the years 2018, 2019 and 2020. Thereby it is clear that 

most of the works produced are levels A1 and A3, considered the best pointers. 

Figure 2. Academic productions. The figure presents a graphic demonstrating the number academic 

productions referring to the years 2018, 2019, and 2020 in relation to the level of the papers. 
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Figure 2. Academic productions 

According to the Qualis Journals Report by the Coordination for the Improvement of Higher Education 

Personnel (2019), “Non-scientific journal” (NPC) means "vehicles that do not meet the definition of a scientific 

journal"; “C” refers to journals that do not meet the criteria of strata “A1” to “B4”; strata “A1”, “A2”, “A3”, 

“A4”, “B1”, “B2”, “B3”, and “B4” are evaluated by strictly observing the percentage limits of journal 

distribution established by the Technical and Scientific Council of Higher Education (CTC – ES), with “A1” 

having the highest stratum (75%) and “B4” the lowest (40%). 

The program supports, and has professors who participated in the organisation of technological and 

scientific events, such as the Simpósio Brasileiro de Segurança da Informação e de Sistemas Computacionais  

(“Brazilian Symposium on Information Security and Computer Systems”) – SBSeg 2020 (Coordination of the 

Computational Forensics Workshop – WFC); SBrT 2020 (Financial Coordination); WCNPS 2020  

– 5th Workshop on Communication Networks and Power Systems (General Chair, TP Chair, Local 

Organisation and Reviewers); Conferência Integrada (“Integrated Conference”) ICCYBER and ICoFCS 

(partners and collaborators are organisers and committee members); CIARP 2021 (not held in 2020 due to 

COVID-19) and; o InterForensics 2021 (not held in 2020 due to COVID-19)—recognised as the largest 

integrated Forensic Sciences event in Latin America, amongst other forums in the region. 

8. CONCLUSION 

It is notable that information technology has grown in recent years, being linked to cybersecurity to solve 

current and future problems, and we can observe its impact in today's society with the use of technological 

resources. 

As it is a relatively new program, we noted that the Graduate Program (PPG) achieved good stability in the 

structuring of its objectives, in the faculty and students, and, mainly, it has reached a high level of published 

academic productions. 

Studies indicate that the PPEE has been helping in the training of qualified professionals in the 

cybersecurity field, and that the work developed, both by professors and students, are up-to-date and have 

contributions to the reality of the labour market. 
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We must pay attention to the research on related courses and contemporary demands post-pandemic.  

The current study shows the necessity to advance in the understanding of teaching techniques to professionals 

in the cybersecurity field. 

Therefore, we intend in future studies to go deeper into education in cybersecurity, which is beneficial to 

our society as a whole. 
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ABSTRACT  

The present study proposes a framework for university students’ metaverse technologies in education acceptance and 

intention to use. The study is based on the Technology Acceptance Model (TAM). Data used are coming from two 

universities and are compared to each other. 311 university students from The Netherlands and 292 from Greece 

participated, gathering 513 valid answers to analyze (285 from The Netherlands and 228 from Greece).  

The objectives of the study are to analyze the relationship between students’ intention to use metaverse in education 

technologies (hereafter named MetaEducation) in correlation with selected constructs of TAM such as Attitude (ATT), 

Perceived Usefulness (PU), Perceived Ease of Use (PE), Self-efficacy (SE) of the metaverse technologies in education, and 

Subjective Norm (SN). Furthermore, we want to research any cultural differences between the two populations based on 

their answers. Therefore, we propose two different structural models from the SEM analysis, once for each country. For 

both proposed models, different and individual analysis is conducted. We decided not to combine the datasets, since the 

samples present several cultural differences.   

The proposed models will be useful to universities’ managers, policymakers, and professors to better incorporate the 

upcoming metaverse technology. The present study tests the correlations among the aforementioned constructs. Preliminary 

results show a hesitance to use MetaEducation technologies from university students from both countries. Self-efficacy and 

Subjective Norms affect Attitude and Perceived Usefulness positively, but on the other side, there is no strong correlation 

between Perceived Ease of Use and Attitude or Perceived Usefulness and Attitude. Authors believe that the weak ties 

among the study constructs have to do with the lack of knowledge of what really MetaEducation really is, and which are 

its advantages of use.  

KEYWORDS 

Metaverse, Technology Acceptance Model, University Students, E-Learning, MetaEducation, Greece, The Netherlands  

1. INTRODUCTION 

Metaverse is the last trend in technology representing a combination of virtual and augmented technology. 

With this technology, users will be able to immerse into a fully digital environment by obtaining a virtual 

identity through a digital avatar and acting as if this was the real world. They can meet other users, shop, buy 

real estate, visit bars and restaurants, and even flirt. Metaverse can be applied in several aspects of life such as 

(among others): Economy (with Metaverse entering into the cryptocurrency field), finance, social life, working 

environment, healthcare, real estate, and education. In the last two and a half years, during the COVID-19 

pandemic, universities made immediate use of e-learning technologies, providing students with access to online 

learning content and platforms. Previous considerations on how to better integrate technology into university 

courses or how the institutions can be better prepared in terms of infrastructure vanished almost immediately 

due to the necessity of immediate actions towards the need for social distance and global health. Metaverse 
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technology is constantly penetrating more and more fields of daily life. Starting 25 years ago, already, cinema 

industry was the first pioneer to introduce the term to a broader audience. Metaverse represents a combination 

of virtual and augmented reality, with augmented reality representing the biggest percentage (70%). The digital 

environment contains everything a ‘real’ world could have, including cities, real estate, schools, clubs, or 

restaurants. The fields that Metaverse can be applied is very broad as well. From economy to finance  

(Ko et al., 2021), to social life and work, eHealth (Misirlis et al., 2021) or even real estate (Terdiman, 2007), 

and lastly education (Collins, 2008) the possibilities keep on rising.  

Regarding education, today more schools of all grades incorporate digital tools for their purposes. These 

facilities are not only a trend, but the post-covid-19 era made it necessary for the figurative function of schools 

(Park, 2009).  

On the other hand, the process of integrating digital tools into education is not an easy process. Problems 

related to the technological knowledge and infrastructure of the institutions, the cost of new equipment, and 

the readiness of the personnel and students, may affect the usage of MetaEducation. Moreover, such technology 

is sometimes subject to acceptance from the involved entities. Faculty members and/ or students may not be 

aware of the benefits that this state-of-the-art technology may bring to their academic life.   

On the other side, the acceptance of such technology is still under research, due to its innovative nature. 

Cultural differences between students from different countries, institutions’ budgets, and different perspectives 

on the future of education can affect the levels of acceptance of MetaEducation.    

2. RESEARCH OBJECTIVES 

We present a comparison of the two populations regarding their demographics and their intended behavior 

towards new technologies and digital tools in daily activities related to wellbeing, leisure, education, and social 

life (Misirlis and Vlachopoulou, 2019, Misirlis et al., 2020). The results of this comparison may reveal 

differences in culture, perspective and acceptance of such new technologies and tools. The present study 

proposes a new framework based on the Technology Acceptance Model (TAM) on higher education students 

on whether the metaverse technology is accepted in the education field or not. Students from The Netherlands 

and Greece were chosen to answer a survey, in order to compare the results in two populations, that apparently, 

show cultural differences. Technology acceptance models were used before in the education field (Granić and 

Marangunić, 2019, Masrom, 2007, Scherer et al., 2019, Briz-Ponce and García-Peñalvo, 2015, Zaineldeen  

et al., 2020) but to the best of our knowledge, this is the first time that a study is focusing on MetaEducation, 

comparing two different populations with cultural differences. 

The objective of this study is to calculate the correlation factors among students’ intention to use 

MetaEducation and the rest of TAM components: Attitude (ATT), Perceived Usefulness (PU), Perceived Ease 

of Use (PE), Self-efficacy (SE) of the metaverse technologies in education, and Subjective Norm (SN). 

Furthermore, the students will answer general questions related to their relationship with the new technologies, 

not only for their education, but for their daily life, as well. That part of the survey, together with the  

TAM-related questions will provide an overall, more complete image on how students behave/ will behave 

toward MetaEducation.  

Finally, the study presents two theoretical frameworks, one for each country to compare. The produced 

structural models provide insights to academic teachers, academic ethic committees, policymakers and 

managers, for further improving the infrastructures and formulating/ adapting the future of teaching.  

3. LITERATURE REVIEW 

The present research will use the well-known TAM, first introduced by Davis (1985) as an extension of Ajzen 

and Fishbein’s Theory of reasoned action - TRA (Al-Suqri and Al-Kharusi, 2015). As aforementioned, TAM 

is using Subjective Norms, Perceived Usefulness, Perceived Ease of Use, Self-efficacy, and attitude as control 

variables, dependent and independent to predict the behavioural intention of users toward the use of technology 

and its acceptance. Several studies focusing on education have been already conducted (Scherer et al., 2019, 

Al-Emran et al., 2018, Weerasinghe and Hindagolla, 2017) , but to the best of our knowledge, this is the first 
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one searching the acceptance behavior of technologies applied in education, related to the Metaverse. TAM is 

a model that explains individuals’ intention to accept a certain technology. 

The basic concept of TAM is the fact that every individual has the intention of particular behaviors. These 

behaviors are determined perceived ease of use (PE), perceived usefulness (PU), attitude (ATT), and  

Self-efficacy (SE). The outcome of the model presents the actual behavior of the individuals.  

Metaverse represents a rather new field of research in science. Even if the term, and what this represents, 

is known for decades, the studies on that matter remain still limited. Despite this limitation, though, researchers 

understand already that the importance of use of metaverse technologies in education is crucial and important. 

The study of Collins (2008) examines the use of metaverse in education from a future and theoretical 

perspective. On the other side, the study of Hwang and Chien (2022) examines the subject from an artificial 

intelligence perspective. Tlili et al. (2022) start their research with an ethical dilemma, whether MetaEducation 

is a blessing or not. Together with those, several other studies examine the topic from a theoretical perspective, 

mostly (Singh et al., 2022, Contreras et al., 2022, Suh and Ahn, 2022). The results in the next paragraphs show 

several common behaviors but some differences, as well, mostly because of the different cultural backgrounds 

of our sample. The aforementioned review is based on the most current theories and definitions related to TAM, 

and in specific to the education field. Metaverse is a new technology to apply in education, therefore highly 

targeted articles are still difficult to find. Despite that, though, general articles related to education and 

technology acceptance were reviewed (Misirlis and Munawar, 2022).  

4. RESEARCH HYPOTHESES 

The study tests and supports the following hypotheses:  

- University students’ Behavioural Intention to use MetaEducation is affected by:  

H1a: Attitude, H1b:Perceived Usefulness, H1c: Perceived Ease of Use, H1d: Self-efficacy, H1e: Subjective 

Norms.  

- University students’ Attitude toward the use of MetaEducation is affected by:  

H2a: Perceived Usefulness, H2b: Perceived Ease of Use, H2c: Self-efficacy, H2d: Subjective Norms.  

- University students’ Perceived Usefulness to use MetaEducation is affected by:  

H3a: Perceived Ease of Use, H3b: Self-efficacy, H3c: Subjective Norms.  

- University students’ Perceived Ease of Use towards the use of MetaEducation is affected by:  

H4a: Self-efficacy, H4b: Subjective Norms.  

5. METHODOLOGY 

The proposed model with the hypotheses is tested with Structural Equation Modeling (SEM), using maximum 

likelihood estimation. SEM differs from other similar tools, and this is what makes SEM a more trustworthy 

model, since it includes an error on the measurements, assuming that the used variables cannot be measured 

with absolute precision. With SEM, a construction model is first used. This model represents the theoretical 

components to be observed, its components correlations with the estimated errors. In the first phase, the model 

is still theoretical. Once the structural equations are applied, a structural model is created, showing the weights 

among the components and whether these correlations can be accepted or rejected.  

The proposed model with the hypotheses is tested with SEM, using maximum likelihood estimation. SEM 

differs from other similar tools, and this is what makes SEM a more trustworthy model, since it includes an 

error on the measurements, assuming that the used variables cannot be measured with absolute precision.  

Based on previous research, a theoretical model was developed. Figure 1 presents the model to be tested 

and analyzed.  
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.  

Figure 1. Theoretical model of our research 

The directed arrows show the relationship between the latent variables and the observed ones. PE and PU 

can be considered cognitive constructs. Based on the above theoretical model, the dataset of our survey was 

applied to produce the measurement model (Figures 2 & 3).  

5.1 Analysis of the Measurement Models 

 

Figure 2. Structural model – Dutch dataset 

 

Figure. 3. Structural model – Greek dataset 
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5.2 Dutch Structural Model 

Self-efficacy is negatively correlated to attitude, but on the contrary, subjective norms are positively correlated. 

There is no strong correlation between Perceived Ease of Use and Attitude or Perceived Usefulness and 

Attitude. The overall model is still weak, even if it is statistically acceptable. We notice that the final behavior 

of students is slightly affected by the Perceived ease of use but not by the perceived usefulness.  

5.3 Greek Structural Model 

Self-efficacy is negatively correlated to attitude, but on the contrary, subjective norms are positively correlated. 

There is no strong correlation between Perceived Ease of Use and Attitude or Perceived Usefulness and 

Attitude. The overall model is still weak, even if it is statistically acceptable.  

In correlation with the Dutch sample, we notice a less strong correlation between SN and ATT for the 

Greeks, as well as between SE and ATT. The positive correlations between SN and PU, SE and PU, ATT and 

BI, and PE and BI, are stronger in the Greek sample.  

6. DEMOGRAPHICS AND DATASETS 

The present study obtained 513 valid answers from university students in The Netherlands (n:285) and Greece 

(n:228). Students were asked some preliminary questions in order to understand better their relationship to the 

digital world and how familiar they are with Metaverse and new/ upcoming technologies. Table 1 represents 

the gender balance of our sample in The Netherlands and in Greece.  

Table 1. Gender percentages in both countries 

 The Netherlands (n: 285) Greece (m: 228) 

Gender Male: 63.4%  

Female: 32.4%  

Other/ prefer not to say: 3.2% 

Male: 60.5% 

Female: 38.2% 

Other/ prefer not to say: 1.3% 

 

Greeks are more positive, respect to the Dutch population, towards the future of how education will be 

conducted (92.1% vs. 72.4%). Greeks believe that their social life and their creativity depend more on 

technology, respect to the Dutch population (67.9% vs. 55.6% and 69.3% vs. 42.9%, respectively). Greeks turn 

to technology to unwind more than the Dutch do (85.6% vs, 66.1%). When it comes to partying, the Greeks 

prefer physical parties at 94.7%, respect to the Dutch who would not mind assisting a digital party a 30%. 

Analytically for the rest of the questions, we obtain:   

7. STUDENTS AND DIGITAL WORLD - DISCUSSION 

The two populations, with some slight differences present a common behavior toward the MetaEducation and 

the use of technology in their daily activities. We would expect some differences on the way people party or 

train physically, for example. Using the Hofstede’s calculator for the two countries’ cultural dimensions we 

obtain the following figure (the blue column represents Greece and the purple one the Dutch population). 
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Figure 4. Cultural dimensions of Greece and The Netherlands (source: www.hofstede-insights.com) 

Despite those differences, the majority of the findings as well as the correlations from the two structural 

models, is similar. An explanation for that, would be the lack of knowledge of what MetaEducation is and what 

can offer to the future of education, despite the fact that the vast majority of our respondents are Gen Zs, using 

technology for almost everything in their daily activities. The fact that the correlations of the structural models 

are weak, as well as the percentages to the generic questions, shows that students, trust the technology but 

probably ignore the usefulness, the easiness and the benefits of it. Metaverse represents the future. 

MetaEducation, inevitably, represents the future of education. Of course, it is still early to know how or when, 

as it is still early to know the cost and the infrastructure needed for that. On the other side, the education field 

which acted as a great pioneer during the Pandemic of COVID-19, being one of the first fields to incorporate 

the necessary technology and transform itself in hybrid or fully digital in a few days. We strongly believe that 

something similar will occur with the MetaEducation. When it will be the right, mature time, new technologies 

will be incorporated, adopted and accepted from Academia as it happened before.  
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ABSTRACT 

Information Security Policy (ISP) compliance is key in securing organisational data. Although the factors that influence 

ISP compliance have been extensively studied, the emergence of Electronic Identity Systems (EIS) organisations like the 

Ghanaian National Identification Authority (NIA), have placed particular emphasis on the trustworthiness, privacy and 

security requirements. It is necessary to study these factors in this new context to ensure the security of the system. This 

paper presents the first study in this area. Prior research has shown the importance of staff attitude and motivation in ISP 

compliance, with motivation related to the perceived intrinsic benefits and extrinsic rewards for compliance. So, this study 

uses the NIA as a case study to explore the staff attitude towards ISP compliance and their perceived intrinsic and extrinsic 

rewards for compliance. A questionnaire-based study was conducted using adapted scales from literature. The results show 

that both experienced and inexperienced NIA staff recognise the necessity, benefits, importance, and usefulness of the ISP, 

and feel content, satisfied, accomplished, and fulfilled when complying with it. However, although experienced staff 

perceptions are clear that extrinsic rewards are not motivating compliance in the NIA, the inexperienced staff perceptions 

are unclear. These findings reinforce the need for clarity in EIS organisations regarding ISP compliance through formally 

approved policies and awareness training, they also point towards an opportunity to complement sanctions with rewards to 

motivate their staff.  

KEYWORDS 

Electronic Identity Systems, Information Security Policy, Information Security Policy Compliance 

1. INTRODUCTION 

Over the years, several countries have resorted to Electronic Identity Systems (EIS) to enhance the delivery of 

their services for citizens and residents. These systems collect and manage personal identification information. 

Despite the economic, social, and political benefits of such systems, their use has raised growing concerns 

about their security, privacy, and trustworthiness (Handforth and Matthew, 2019).   

According to (Flowerday and Tuyikeze, 2016) “one important mechanism for protecting organizations’ 

assets is the formulation and implementation of an effective Information Security Policy (ISP)”. However, it 

is not enough for an organization to have an ISP, staff also need to comply with its provisions. According to 

(Alzahrani et al., 2018) “understanding the factors that influence employees’ compliance with their 

organisational ISP is one of the fundamental challenges in (cyber) security management”. Unsurprisingly, a lot 

of research has been devoted to this as a recent survey demonstrates (Ali et al., 2021). The research has explored 

a variety of factors that influence employee ISP compliance and has identified attitude towards compliance and 

motivation for compliance, with more focus on sanctions rather than rewards, as important factors. 

In this paper we present the first study on attitude towards compliance and perceived intrinsic benefits and 

extrinsic rewards for ISP compliance in EIS organisations. We focus on benefits and rewards rather than 

sanction because of the limited attention they have received in the ISP compliance literature. The study explores 

these factors in the context of the Ghanaian National Identification Authority (NIA), a typical organisation that 

faces specific challenges that are not uncommon during the introduction of EIS. In addition to its focus on EIS 

organisations, the study is also novel in that, it explores how staff experience affects these factors, a question 
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pertinent to the current circumstances of the NIA that has a lot of new and contracted staff joining the 

organisation recently. More specifically, a questionnaire-based study was conducted to answer the following 

research questions: 

 What are the attitudes of NIA staff towards ISP compliance?  

 What are their perceptions of the intrinsic and extrinsic rewards for ISP compliance?  

 Does experience affect ISP compliance attitudes and reward perceptions of NIA staff? 

The study built on the measures developed in (Bulgurcu et al, 2010) by focusing on intrinsic benefits and 

extrinsic rewards for ISP compliance. The results show that NIA staff recognise the necessity, benefits, 

importance, and usefulness of the ISP, and feel content, satisfied, accomplished and fulfilled when complying 

with it. This is the case for both experienced and inexperienced staff. However, although experienced staff 

perceptions are clear that extrinsic rewards are not used to motivate compliance, inexperienced staff are unclear 

about it. These findings further reinforce the need for clarity in EIS organisations in the form of formally 

approved policies and awareness training, both areas currently lacking in the NIA. Moreover, they highlight 

an opportunity in complimenting sanctions with rewards to further motivate staff. 

This paper begins with literature review on EIS and ISP compliance in 2, followed by a description of our 

methodology in 3, presentation of our analysis and findings in 4, a discussion on the implications of our findings 

in 5, and closing with conclusion and directions for future work in 6. 

2. LITERATURE REVIEW  

EIS are “system[s] that involve the collection of information or attributes associated with a specific entity” 

(Wladawsky-Berger, 2016). Several countries, including Ghana, have fully operationalized EIS to collect such 

information for the purpose of providing services to people within their territory and beyond. Despite the 

potentially benefits of EIS, concerns have emerged about their potential negative effects, e.g. “once cards are 

mandatory, then they may be used to single out or even to harass visible minorities and those with alternative 

lifestyles” (Lyon and Bennett, 2013), or more importantly concerns about the Privacy, Trustworthiness, and 

Security of the data they collect, store and manage (Raggad, 2010). 

To prevent security incidents organizations must have an ISP that reflects local information security 

philosophy and commitments (Johnson, 2006). More specifically, an ISP is a set of rules or requirements that 

are related to information security and enacted by an organization to be adhered to by all, to protect the 

confidentiality, integrity and availability of information and other valuable resources from security incidents 

(Tryfonas et al., 2001; Canavan, 2003).  

It is not enough for organizations to have an ISP. Staff must also comply with it. The factors that affect ISP 

compliance have been studied extensively as a recent survey demonstrates (Ali et al., 2021). Although some 

of these studies focus on types of organisations, none on EIS, most are generic based on theories of human 

behaviour, like the Theory of Planned Behaviour (TPB), Protection Motivation Theory (PMT), Deterrence 

Theory (DT), etc. They typically take the form of questionnaire-based surveys. Most of them focus on 

participants’ intention to comply with an organisation’s ISP, a strong predictor of actual compliance. 

Comprehensive examples of such studies are (Bulgurcu, et al. 2010; Siponen and Vance 2010). Several studies 

have shown that attitude towards compliance, a key component of TPB, has a strong influence on people’s 

intension to comply with the ISP (Ifinedo, 2012; Yun and Kim, 2013; Belager 2017). At the same time, several 

studies emphasise the importance of motivation in ISP compliance, most in the context of PMT and DT                      

(Jai-Yeol, 2011; Ifinedo, 2012; Yoon and Kim, 2013; Sommestad et al., 2014). PMT puts emphasis on 

perceived risk with fear the main intrinsic/internal motivator, and fear appeals the extrinsic/external motivator. 

DT theory puts emphasis in the use of sanctions and punishment to deter non-compliance and 

extrinsically/externally motivate compliance. Both approaches have their limitations. First, studies have shown 

that intrinsic motivation has a stronger influence on ISP compliance intention rather than extrinsic motivation, 

but few studies have examined motivation more broadly covering both (Jai-Yeol, 2011; Padayachee, 2012). 

Second, research in organisations has shown that although sanctions and punishments are effective in 

motivating passive behaviours, rewards are more effective for active behaviours (Sharot, 2017). 
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In conclusion, staff attitudes and motivations for ISP compliance in EIS organisations have not been studied 

to date despite the importance of ISP compliance in securing the personal data they collect and manage. Both 

intrinsic and extrinsic motivations need to be studied. Of particular interest is the study of positive intrinsic 

motivations and rewards that have received little attention in the literature to date. 

3. RESEARCH METHODOLOGY 

To investigate staff attitudes and perceived motivations for ISP compliance in EIS organisations, we focus on 

the Ghanaian national identification authority (NIA) as a case study, and pose the following research questions: 

 What are the attitudes of NIA staff towards ISP compliance?  

 What are their perceptions of the intrinsic and extrinsic rewards for ISP compliance?  

 Does experience affect ISP compliance attitudes and reward perceptions of NIA staff? 

Despite the focus on the NIA, developing countries like Malaysia, Malawi, Nigeria, among others that have 

similar systems could potentially relate with the findings of this study. 

3.1 The Ghanaian National Identification Authority (NIA) 

The NIA was established in 2003 with a mandate to register and issue national identity cards to Ghanaian 

citizens and residents and manage the National Identification System (NIS). The NIA has been issuing citizens 

and residents with a smart card as a proof of identity that can be used to access basic services such as national 

health insurance, mobile phone accounts and banking services (Government of Ghana, 2006). The NIS collects 

and stores the personal data of card holders, including their biometric data.  

The NIA management recognised the importance of securing the NIS from the outset. It developed a 

formally approved information security policy (ISP) and introduced formal ISP awareness training for all staff 

to boost ISP compliance. More recently, NIA management decided to update the ISP to better match 

international standards and a revised policy was drafted. However, the revised policy was never formally 

approved, while formal ISP awareness staff training was suspended until the formal approval. 

In the meantime, the NIA has been growing with many staff being hired in recent years. Moreover, the NIA 

is currently conducting a nationwide identity registration exercise to ensure that all citizens and residents are 

issued with the national identity card, which has meant that additional staff have been contracted to register the 

population. Although new staff are made aware of ISP compliance expectations by their line managers, they 

have not had the clarity of a formal ISP and have not benefited from any awareness training. 

The current situation with respect to new staff and the ISP raises some concerns about compliance in light 

of the personal data that NIS manages and makes the NIA an interesting case to study. 

3.2 Study Structure and Procedures 

To answer our research questions, similarly to past research, we have designed a questionnaire for NIA                   

non-management staff to elicit their attitudes and their perceptions of motivation towards ISP compliance. 

Previous work shows that people’s attitudes play an important role in determining their intention to comply 

and actual compliance to ISPs (Bulgurcu et al, 2010). Past research has also shown the significance of intrinsic 

in addition to extrinsic motivations in ISP compliance (Jai-Yeol, 2011), with focus mostly on negative 

motivation in terms of sanctions and punishments, and fear (S. Boss et al., 2015). However, positive motivation, 

intrinsic benefits and extrinsic rewards, has been shown to be more effective in motivating action which we 

consider essential for identity system organisation staff that must actively protect the personal data they manage 

(Posey, Roberts, and Lowry, 2015). So, we examine attitudes towards ISP compliance, and perceptions of 

intrinsic benefits and extrinsic rewards for ISP compliance. 

Our questionnaire comprised three scales, one with 4 questions for attitude towards compliance, one with 

4 questions for perceptions of intrinsic rewards for compliance, and one with 4 questions for perceptions of 

extrinsic awards for compliance. The questions were adapted from (Bulgurcu et al, 2010), preserving the actual 

questions, but using a uniform 7-point Likert scale from Strongly agree to Strongly disagree to conform to 

Stevens’s measurement framework where Likert scale type items are summed or averaged and presented 
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horizontally (Uebersax, 2006). We also solicited for participants’ demographic data (Gender, Age range, 

Department or Unit, Years of work for the NIA, and Type of employment) to check the representativeness of 

the sample of employees that participated in the study according to the NIA Human Resources data. 

Before distributing the questionnaire, we conducted a pilot study with 10 research students asking for their 

feedback on our study design. This exposed some minor issues with typographical errors that were corrected. 

Due to the unstable nature of the Internet in Ghana, we decided to use paper-based questionnaires to ensure 

participant access. We printed and distributed 150 questionnaires to NIA staff who were not in managerial 

positions. To ensure fair participation of all NIA units and departments, we used a distribution formula based 

on the actual staff strength of each unit or department. 

Finally, to conduct the research work, we sought prior ethics approval from our departmental Ethics 

Committee and obtained approval from the NIA to engage the staff. All participants were over the age of 18 

and consented to participate in the study. 

4. DATA ANALYSIS AND RESULTS 

We obtained 115 questionnaires, 3 of which were excluded from the analysis because they were incomplete. 

We used the Statistical Package for Social Studies (SPSS) software to carry out our analysis by first, entering 

the data of the paper questionnaires to Qualtrics. Each participant was assigned a unique identifier. We then 

grouped each participant’s data into Demographic and Non-Demographic Data. The former describes the 

profile of the participant, while the latter encompass the questions on attitude, perception of intrinsic benefits 

and perceptions of extrinsic rewards for ISP compliance. 

4.1 Participants’ Demographics 

Table 1 provides an overview of the participants’ demographic data (see column Participant Data) compared 

with NIA Human Resources data (see column Organization Reality). Despite some differences, we consider 

participants largely representative of the organization’s employees. 

Table 1. Overview of study demographic data 

  Participant Data   Organization Reality 

Gender 

 

Male  55.3% (62) 74.0% (172) 

Female 44.6% (50) 26.0% (61) 

Age Range 

 

20-30 51.8% (58) 44.9% (96) 
31-40 38.4% (43) 45.8% (98) 

41-50 8.0% (9) 7.0% (15) 

51-60 1.8% (2) 2.3% (5) 

Department or 

Unit 
 

Human Resources 8.0% (9) 2.0% (9) 

Administration  6.3% (7) 52.0% (112) 

Technology and Biometrics 41. 1% (46) 22.0% (48) 
Operations 33.9% (38) 11.0% (35) 

Finance 4.5% (5) 6.0% (12) 

Internal Control 0.9% (1) 1.0% (3) 
Other 3.6% (4) 3.0% (6) 

Procurement 1.8% (2) 2.0 (5) 

Years of NIA 

Work 

 

Less than 1 year 55.4% (62) 32.0% (68) 
1-2 years 12.5% (14) 4.2% (9) 

3-6 years 1.8% (2) 1.4% (3) 

6-9 years 4.5% (3) 1.9% (4) 
More than 9 years 27.7% (31) 60.7% (130) 

Employment 

Type 

Permanent 30.4% (34) 64.0% (137) 
Contract 65.2% (73) 33.0% (73) 

Seconded 4.5% (5) 3.3% (7) 

4.2 Information Security Policy Compliance Questions 

The ISP compliance questions consisted of three scales, attitude towards ISP compliance (4 questions), ISP 

compliance perceived intrinsic benefits (4 questions), and ISP compliance perceived extrinsic rewards                

International Conferences e-Society 2023 and Mobile Learning 2023

71



(4 questions). We evaluated the reliability of these scales using Cronbach’s Alpha. Table 2 shows the results 

that indicate acceptable reliability with Cronbach’s Alpha above 0.6. We therefore included all three in our 

analysis. 

Figure 1 shows the distribution of the participants’ responses for their attitude towards ISP compliance with 

79%, 79%, 85% and 87% of them agreeing that the ISP is necessary, beneficial, important, and useful, 

respectively, while 17%, 16% 10% and 13% disagreed, and 4%, 5%, 5% and 0% neither agree nor disagree. 

Table 2. Summary of reliability analysis 

 Cronbach's Alpha Cronbach's Alpha Based on 
Standardized Items 

No. of Items 

Attitude towards ISP Compliance 0.654 0.654 4 

Intrinsic Benefits of ISP Compliance 0.875 0.878 4 
Extrinsic Rewards for ISP Compliance 0.893 0.893 4 

 

 

Figure 1. Distribution of participants’ responses for attitude towards ISP compliance 

Figure 2 shows the distribution for participants’ responses for their perceived intrinsic benefits of ISP 

compliance with most staff agreeing that they feel content (68%), satisfied (73%), accomplished (70%), and 

fulfilled (69%), when complying with the ISP, while 19%, 13%, 20% and 16% respectively disagreed, and 

13%,14%, 11%, and 15% neither agreed nor disagreed. 

 

Figure 2. Distribution of participants’ response for intrinsic benefits of ISP compliance 

Figure 3 shows the distribution for participants’ responses for their perceived extrinsic rewards for ISP 
compliance with the majority disagreeing that their ISP compliance will be rewarded in                               
monetary/non-monetary (57%) or tangible/non-tangible awards (51%), with only 29% and 32% agreeing, and 
17% and 14% neither agree nor disagree respectively. In addition to this, more participants disagree that their 
compliance will be rewarded with a pay rise/promotion (46%) than agree (35%), and the rest (19%) neither 
agree nor disagree. In contrast, more participants agree that their compliance will be rewarded with a personal 
mention/written assessment report (43%) than disagree (38%), and the rest (19%) neither agree nor disagree.    

 

Figure 3. Distribution of participants’ response for extrinsic rewards for ISP compliance 
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Comparing the first three figures we can say that, overall, although participants’ attitudes and perceived 

intrinsic benefits of ISP compliance are positive, the former is much more positive than the latter. In contrast, 

their perceptions of extrinsic rewards for ISP compliance are negative. This is also supported by Table 3 which 

shows the Means and standard deviations for the corresponding questions with numbers below 4 indicating 

participant agreement levels with lower values indicating stronger agreement, while those above 4 indicate 

disagreement, with higher values indicating stronger disagreement. 

Table 3. Means and standard deviations for the survey questions 

  Mean Std. dev. 

Attitude 
towards ISP 

compliance 

Necessary 2.37 2.022 

Beneficial  2.37 2.022 

Important 2.01 1.663 
Useful 1.99 1.636 

Intrinsic benefit 

of ISP 

compliance 

Content 3.10 1.582 

Satisfied 2.88 1.425 
Accomplished 3.10 1.582 

Fulfilled 3.05 1.432 

Extrinsic 

rewards for ISP 
compliance 

Pay rise/promotion 4.41 1.858 
Personal mention/written assessment report 4.03 1.732 

Monetary/non-monetary rewards 4.60 1.867 

Tangible/intangible rewards 4.49 1.836 

Table 4. Means and standard deviations for the survey questions for experienced and inexperienced participants 

  Experienced Inexperienced 

  Mean Std. dev. Mean Std. dev. 

Attitude towards 

ISP compliance 

Necessary 2.33 1.690 2.38 2.172 

Beneficial  2.36 1.743 2.37 2.153 

Important 2.25 1.746 1.89 1.621 
Useful 2.31 1.721 1.84 1.584 

Intrinsic benefit of 
ISP compliance 

Content 3.81 1.833 2.76 1.335 

Satisfied 3.22 1.726 2.72 1.239 
Accomplished 3.33 1.773 2.99 1.483 

Fulfilled 3.36 1.693 2.91 1.277 

Extrinsic rewards 

for ISP 
compliance 

Pay rise/promotion 5.44 1.594 3.92 1.780 
Personal mention/written assessment report 4.81 1.582 3.66 1.686 

Monetary/non-monetary rewards 5.42 1.538 4.21 1.838 

Tangible/intangible rewards 5.22 1.623 4.14 1.838 

Table 5. T-test for inexperienced vs. experienced staff for extrinsic rewards for ISP compliance 

 

T Df Significance 
Mean 
Difference 

Std. Error 
Difference 

95% Confidence 

Interval of the 
Difference 

   One-

Sided p 

Two-

Sided p 

  

Lower Upper 
Pay rise/promotion -4.548 76.16 <.001 <.001 -1.523 0.335 -2.191 -0.856 

Personal 

mention/written 
assessment report 

-3.509 72.908 <.001 <.001 -1.148 0.327 -1.799 -0.496 

Monetary/non-

monetary rewards 
-3.591 83.25 <.001 <.001 -1.206 0.336 -1.874 -0.538 

Tangible/intangible 

rewards 
-3.141 77.149 0.001 0.002 -1.077 0.343 -1.76 -0.395 

 

We classified staff into two groups, experienced and inexperienced, based on the number of years they have 

been working for the NIA. Those working for 3 years, or more were classified as experienced and those with 

less than 3 years classified as inexperienced. Table 4 shows the means and standard deviations for the two 

groups across all the survey questions. There is a clear difference in the mean responses of experienced and 

inexperienced staff for their perceived extrinsic rewards for ISP compliance with inexperienced staff neither 

agreeing nor disagreeing while experienced staff disagreed. T-tests indicate that the difference is statistically 

significant with p<0.05, see Table 5. For perceived intrinsic benefits of ISP compliance, both experienced and 

inexperienced staff agree, with inexperienced staff in more agreement than experienced staff (i.e., lower 

means). However, t-tests show that the only difference is for feeling content which is statistically significant 

with p<0.05 (t=-3.05, df=53.233, one-sided p=0.002, two-sided p=0.004, mean difference=-1.042, std. 
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error=0.342. and 95% Confidence Interval of the Difference (-1.728, -0.357)). Finally, for both attitude towards 

ISP compliance both experienced and inexperienced staff agree with small means’ differences that t-tests show 

aren’t statistically significant. 

5. DISCUSSION 

The results are encouraging overall for the NIA. The attitude of NIA staff towards ISP compliance and their 

perceptions of the intrinsic benefits for it are positive, and literature shows that these are important factors for 

compliance (Bulgurcu, et al. 2010; Jai-Yeol, 2011). It is also reassuring that this is the case for both experienced 

staff who benefited from a formally approved ISP policy and ISP awareness training in the past, and 

inexperienced staff that lacked these benefits. In contrast, the NIA staff perceptions of the extrinsic benefits for 

ISP compliance are negative. This reflects the fact that the NIA is subjected to rigid government control 

procedures on financial budgetary allocations which include no officially accepted rewards for ISP compliance. 

Although in principle, it is possible for managers to offer financial incentives, these require the approval of 

both the board of Directors of the NIA, and the Parliament of Ghana or the government in power. Without such 

approval management is liable for misapplication or misappropriation of public funds. Although informal 

rewards like positive mentions either in personal or written assessment reports are possible, these are not as 

common, reflecting the fact that NIA management places more emphasis on deterrence. The statistically 

significant difference between experienced and inexperienced seems to result from lack of clarity on extrinsic 

awards for inexperienced staff, that could have been avoided if ISP awareness training was in place. Overall, 

extrinsic rewards is an area for improvement for the NIA, both in terms of providing more clarity to new staff 

and adopting a more balanced motivational approach between deterrence and rewards, going potentially as far 

as to introduce compliance as part of promotion decisions and financial reward packages.  

Looking beyond the NIA for EIS organisations, our findings highlight the importance of clarity regarding 

the extrinsic motivation of staff for ISP compliance through formally approved ISP policy and ISP awareness 

training, especially for new staff. Although such training can also be beneficial in terms of attitude and intrinsic 

motivation, one should not forget that research shows that social factors can also promote a positive security 

culture in organisations (Warkentin and Johnston, 2010). More research is needed in establishing what the right 

balance between sanctions and rewards should be. 

The main limitation of our work is that it focused on the NIA and the situation it currently faces with respect 

to the lack of formally approved ISP and ISP awareness training. Although we believe that the situation is not 

uncommon for EIS organisations as they grow, more research is needed to further validate our findings. The 

research will have been stronger if the questionnaire findings were combined with actual compliance 

monitoring to establish how attitudes and perceptions relate to tangible information security protection.  

6. CONCLUSION AND FUTURE WORK 

This paper presents the first study on attitude towards compliance and perceived motivations for ISP 

compliance in EIS through a case study of the NIA. The study explored perceived intrinsic benefits and 

perceived extrinsic rewards for ISP compliance. The study shows that despite the lack of formally approved 

ISP and ISP awareness training, there is a positive information security culture in the NIA with staff recognising 

the necessity, benefits, importance, and usefulness of the ISP and feeling content, satisfied, accomplished, and 

fulfilled when complying with it. However, things are less clear with extrinsic rewards. Although experienced 

staff perceptions are clear that, extrinsic rewards do not motivate compliance, inexperienced staff are unclear. 

This is where the lack of ISP awareness training is negatively impacting the NIA information security culture.   

The study findings further reinforce the need for clarity in EIS organisations with a formally approved ISP 

and ISP awareness training. They also highlight an opportunity in complementing sanctions with rewards for 

extrinsic motivation of their staff and further cultivation of a positive information culture. 

In terms of future work, similar research could be conducted in other EIS organisations to ascertain the 

generalizability of this research finding. Moreover, as this research focused on only non-management staff of 

the NIA, future research work could focus on the views of NIA management and external stakeholders. 
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ABSTRACT 

With the rise of modern digital connectivity technologies, Digital Transformation (DT) is now an issue for most 

companies across almost all industries. DT is an evolution to digitalizing internal processes, offering digital services and 

products, and improving the customer experience. Prior studies have explored different barriers that hinder successful 

DT. Our study follows a quantitative design to explore further how these barriers are perceived by staff at small and 

medium-sized enterprises (SMEs) compared to larger enterprises (LEs). Our sample comprises participants from  

189 SMEs and 221 LEs. In general, results indicate a somewhat similar perception of their DT processes. In detail, 

setting up new positions to manage DT poses a more intense barrier for SMEs. 

KEYWORDS 

Digital Transformation, Small and Medium-Sized Enterprises, Large Enterprises 

1. INTRODUCTION 

Implementing and adopting Digital Transformation (DT) within organizations is complex, but it could 

introduce countless benefits for the industries and sectors at hand. Leveraging DT can spark innovation and 

growth for the companies involved (Schmarzo, 2016). Literature defines DT as digitizing internal processes 

and offering digital services and products while enhancing the customer experience (Reis et al., 2018). 

Overall, DTs aim to improve capabilities, value, and innovation for businesses in the ever-evolving digital 

economy (Schmarzo, 2016). 

Nevertheless, specific inabilities can obstruct the DT process and, if not recognized and sorted, may 

generate several obstacles, thereby hindering the business from succeeding and gaining substantial market 

power. Consulting companies report a failure rate to meet business objectives of 70% (Forth et al., 2020). DT 

obstacles may vary in intensity and significance depending on the sector or company size. These so-called 

hindrances have been identified as barriers to DT (Brink and Packmohr, 2022). Extensive studies and 

research have proposed instruments to measure the impact of these distinct complex barriers within 

organizational DT. Comparing different studies, recurring dimensions of barriers were recognized as: missing 

skills barriers, IT knowledge, information about, and decision on different technologies and process 

knowledge; the technical barriers with their dependency on other technologies, security when exchanging 

data, and the current infrastructure; individual barriers where the sample showed fear of data loss or data 

control, fear of transparency and acceptance along with a concern for job loss; the organizational barriers 

where holding on to traditional roles and principles, lack of any clear vision or strategy, and the resistance to 

cultural change, risk aversion, lack of financial resources and lack of time are some of the issues, and finally; 

the external barriers with its absence of standards and lack of laws are of significance (Jones et al., 2021). 

Especially SMEs might face barriers in their DT, e.g., due to stronger financial constraints 

(Wonglimpiyarat, 2015). According to the European Union’s standard, there are numerous variations and 

categories of companies depending on employee headcount, as well as either their turnover or their balance 

sheet total. These are classified as micro, small, and medium-sized enterprises, also known as SMEs  

ISBN: 978-989-8704-47-4 © 2023

76



(Lu and Beamish, 2001). We follow these classifications and consider SMEs as enterprises employing less 

than 250 individuals. Subsequently, we consider companies above 250 employees as large enterprises (LEs). 

This research aims to explore the additional component company size that might affect the DT barriers. 

Thus, our research question is: To what extent does company size affect the perception of the different 

barriers? 

To answer our research question, we will first revise research on specific barriers regarding company size. 

After, we present the quantitative data collection and statistical methods used, which leads to the result 

section. In a discussion, we will revise the connection of our results to other scholars' studies before 

concluding and giving an outlook. SMEs are an essential economic factor (Roman et al., 2023). Thus, it is 

vital to understand their struggles. Compared to LEs, SMEs might need more help in DT from policymakers. 

Our research will contribute to a better understanding of the impact of company size-specific constraints. The 

literature shows that a considerable company size might be essential for extensive financial means but a 

limited agility (Caloghirou et al., 2004). We could argue that DT increases or levels out differences between 

SMEs and LEs. Thus, our research reveals new insights into this field of tension. 

2. BACKGROUND 

DT has become a buzzword that can have a multitude of different definitions. Scholars combined the various 

definitions: “Digital Transformation is the use of new digital technologies that enable major business 

improvements and influence all aspects of customer life” (Reis et al., 2018, p. 418). Vial assessed different 

DT definitions and specified the term as “a process that aims to improve an entity by triggering significant 

changes in its properties through combinations of information, computing, communication, and connectivity 

technologies” (Vial, 2019, p. 121). DT is a threat to existing organizations and should therefore be managed 

adequately (Pabst von Ohain, 2019).  

According to the Oxford Dictionary (2021), barriers are obstacles that keep people or things apart or 

prevent communication or progress. The company’s leaders are required to guide their organization through 

these barriers in the DT process. These leaders have the potential to either hinder or slow down the DT 

process, which makes them critical when it comes to managing the barriers. As DT is ubiquitous, managers 

should adopt a holistic approach to the barriers to DT. If the corporate managers can interweave these 

physical and digital layers, then the barriers can turn into facilitators, and failing to combine both assets 

instead leads to failure in long-term gains, which then leads to falling behind even more (Hadjimanolis, 2003; 

Hanelt et al., 2015). During the review of existing barrier research and literature, we came across studies on 

specific technologies (Radhakrishnan and Chattopadhyay, 2020), specific stakeholders or sectors  

(Liu et al., 2011), or unordered lists of different barriers (Bilgeri and Wortmann, 2017). Furthermore, a large 

proportion of the barrier studies follow a qualitative research design. Some quantitative studies exist. Again 

these publications often focus on specific sectors (Khanzode et al., 2021; Stentoft and Rajkumar, 2020) or 

specific company sizes (Bollweg et al., 2019; Koshal et al., 2019).  

Therefore, we aim to extend the research by comparing different-sized companies from various sectors. 

Understanding which barriers slow down DT and the specific effect each barrier has on the DT, as well as 

analyzing how different-sized companies are affected by these barriers, are necessary when it comes to 

maturing the research field and providing an understanding of DT. 

We hypothesize that LEs have it easier to implement DT into their work. LEs still face challenges that 

create barriers, but since LEs typically work with a higher budget and more resources than SMEs, they might 

perceive barriers as easier to work with. 

2.1 Challenges for SMEs 

DT is a strategic imperative for companies to remain competitive in a digitally disrupted and constantly 

changing business environment. Currently, SMEs are experiencing the effects of this DT (Skare et al., 2023), 

besides numerous other challenges such as in financing innovation and entrepreneurial activities 

(Wonglimpiyarat, 2015) or in finding suitable human resources poses challenges (Duan et al., 2002). Often, 

internationalization is an issue for SMEs (Lu and Beamish, 2001) as well as becoming more digital  

(Tarutė et al., 2018). DT for SMEs comes with changes in the competitive environment, novel technologies, 
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digital skills development, and new requirements for leadership (Skare et al., 2023). DT is constantly 

changing SMEs’ traditional business models and customers’ value creation process (Matarazzo et al., 2021). 

The goal in every industry, regardless of company size – and not just tech giants - is to digitally transform. 

Besides experiencing the highest inflation rate in over a decade, SMEs face further challenges provoked by 

the increase in digital capabilities affecting leadership capabilities. Every step to DT opens new possibilities 

for extending the company’s digital advantage most effectively. However, one dilemma regarding leadership 

capabilities within SMEs’ is the lack of formal qualifications among SMEs’ leaders compared to larger 

corporations. Instead, SME leaders are expected to learn on-site (Bolden and Rohini, 2020). Having technical 

and management skills that can adapt to and cope with an ever-changing environment is also fundamental, as 

well as the qualifications, abilities, and potential to train and develop staff. Given the many challenges of 

implementing DT while leading people, a lot of leaders of SMEs might fail because they might not possess 

the adequate skill set. Conducting a DT requires leaders to act strategically when recruiting employees. 

SMEs are already facing a lack of skilled labor, which is a critical constraint on their business activities. 

Thus, a crucial barrier to DT in SMEs is the shortage of human resources with the necessary knowledge and 

capabilities to meet the criteria of a DT process (Nguyen et al., 2015). A specific capability challenge is an 

ability to keep up to date with developments in digital marketing. Efforts could be wasted by focusing on 

procedures that used to work. Still, marketing activities are highly influenced by DT as DT opens new 

possibilities for understanding clients' and customers’ behavior due to the placement of individually adapted 

advertisements, which is made possible due to algorithms and the automatically generated collection of data 

(Hausberg et al., 2019). 

2.2 Challenges for LEs 

Also, larger companies are facing challenges due to their size. One of the most common challenges these 

larger-sized companies face is the complexity of monitoring performances in all business areas. Choosing the 

right key performance indicators (KPIs) to provide the business with insights about success or failure is key. 

Most businesspeople are not experts in developing these KPIs but must understand their implications 

(Veleva, 2009). Also, enhanced digitalization can make KPIs more reliable, collect real-time data, and evolve 

into Business Activity Monitoring (BAM) (Wetzstein et al., 2008). Larger companies’ complex structures 

can hinder innovation and change. Often, larger companies tend to have a more articulated list of desired 

outputs when compared to SMEs, making it more difficult to align with change or innovation and find a 

suitable balance between exploration and exploitation (Del Vecchio et al., 2018). Another challenge for 

larger companies is to work in different silos, meaning different departments work almost individually 

without adequate coordination. At best, these silos provoke specialization and make the work more effective. 

At worst, they can create a mentality where the departments are so separated that they don’t share any 

knowledge or collaboration and only work towards their own department goals. Thus silos might prevent 

companies’ achievements (de Waal et al., 2019). 

3. METHOD 

In a pre-study, we identified the main barrier dimensions regarding DT. The dimensions are missing skills, 

technical, individual, organizational, and external barriers (Brink and Packmohr, 2022). Based on the 

literature, we added the dimension DT process (Klötzer and Pflaum, 2017) as the dependent variable. The DT 

process is the aim companies strive for. It contains a value creation and a customer perspective. The DT 

process does not represent a barrier dimension but enables capturing a brief status quo of the DT in the 

respondents’ companies. Based on our pre-study, we developed a questionnaire. We collected data between 

December 2019 and April 2021 (Brink and Packmohr, 2022) by applying a convenience sampling technique 

(Etikan, 2016) and putting out calls for participation on personal and professional network sites. All 

participants completed the same, anonymous, and voluntary questionnaire hosted by the online survey 

application LimeSurvey (2023). 

After the collection, we cleaned and further organized the dataset. We removed 23 participants’ data as 

some of the answers were missing or incomplete, especially regarding the size of the company. In total,  

410 participants answered our questionnaire. Looking at the distribution, 189 came from SMEs and 221 from 
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LEs. Diversification allows one to gain the most insights from a sample (Yin, 2014). Therefore, we survey 

respondents with managerial responsibility, age, and sector affiliation differences. Our sample comprises data 

from sectors such as Automotive, Finance & Insurance, Food, Information and Communication Technology 

(ICT), and Mechanical & Plant Engineering. The broad sample allows for drawing generalized conclusions. 

Table 1 gives an overview of the sample. 

The participants’ responses from the questionnaire were collected and registered on a symmetric 5-point 

Likert Scale. The respondents specified their level of agreement or disagreement concerning the items of the 

barrier dimensions. The Likert Scale is the most widely used approach to scaling responses in quantitative 

survey research and measures perception. A 5-point scale is simple to understand and balances higher- and 

lower-point scales (Nemoto and Beglar, 2014). The scale used was ranging between “I disagree” (1) and  

“I agree” (5). In total, our quantitative questionnaire encompassed 36 items. To prevent contextual bias, we 

developed and separated 18 positive items along with 18 negatives. Therefore, we had to re-pole the reversed 

items for the later analyses. For the five barrier dimensions, we modified the positive ones by switching their 

Likert Scales symmetrically into negative connotations. This ensured the same scale orientation. A high value 

thus represents a high degree of the respective barrier. Since the dimension DT Process, in contrast to the 

barrier dimensions, represents something positive, we have reversed the polarity of the negatively formulated 

items to positive ones. Therefore, a high value in the DT process represents a high degree of DT in the 

company.  

After the data preparation, we conducted a first exploratory data analysis by calculating means to answer 

our research question. We further performed a Mann-Whitney U test (MWU) to analyze whether the 

observed differences in the means between the SMEs and LEs data are statistically significant (sig.) or not 

(Pallant, 2005), as well as to compute the effect size (r). The effect size determines the magnitude of the 

difference. A high overlap of the two groups is expressed by a low r-value, and a low overlap of the sample is 

expressed by a high r-value (Fritz et al., 2012). 

Table 1. Questionnaire sample 

Sector distribution Position distribution  Age distribution 

 SME LE  SME LE  SME LE 

Automotive 40% 21% Executive Manager 11% 5% 61 or older 1% 1% 

Logistics 2% 7% Employee with personnel 

responsibility 

25% 25% 51-60 8% 7% 

Finance & Insurance 1% 25% 41-50 16% 18% 

Food 1% 4% Employee without personnel 

responsibility 

47% 55% 31-40 22% 23% 

ICT 10% 5% 21-30 49% 51% 

Mechanical & plant 

eng. 

16% 9% Intern 7% 8% 20 or 

younger 

4% 0% 

Energy 6% 4% Other 10% 7%    

Other 24% 25%       

4. RESULTS  

Within our results, we compare the means on certain dimensions and characteristics between SMEs and LEs. 

We also check whether the differences in the mean values are significant and, if so, how extensive these 

differences are. At first glance, both groups score surprisingly similarly at every barrier dimension and the 

DT process, as shown in table 2. In detail, differences become visible. 

In the DT process dimension, the most noticeable deviating results are regarding offers of significantly 

improved smart products/services to the customers (DT1) and the absence of roadmaps to use smart 

products/services internally (DT2). For DT2, the deviation is -0.66 (3.32 for SMEs compared to 3.98 for 

LEs) and 0.50 for DT3 (2.66 for SMEs compared to 2.16 for LEs). Both types of companies (DT5) move 

ahead regarding their DT but to different degrees. SMEs score 3.30 compared to 3.74 for LEs, leading to a 

difference of -0.44 between both groups. No significant differences could be observed in offering improved 

digital support for work. However, the mean values a relatively high in both groups.  

Within the dimension of individual barriers, both groups’ perceptions are relatively similar. A significant 

deviation is shown within the generation of data and the conclusion on work behavior (IND2). SMEs see this 

more as a problem than LEs (2.79 to 2.54), leading to a difference of 0.25 and a small effect size.  
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The Mann-Whitney U test doesn’t show significant differences for the other items of this dimension, 

indicating a similar response behavior. Further, the mean values of the individual barrier items are relatively 

low, indicating a positive attitude of the participants towards DT. 

Table 2. Questionnaire results 

Dimen-

sion 

(Code) Item  AVG.  MWU test 

SME LE Sig. r 

DT 

Process 

(DT1)* Company has no roadmap to offer smart products/services. 3.32 3.98 .000 .291 

(DT2) Company offers significantly improved smart products/services to 

customers. 

2.66 2.16 .000 .211 

(DT3)* Company has no roadmap to use smart products/services internally. 2.37 2.10 .010 .128 

(DT4) Company offers improved digital support for my work. 3.30 3.17 .151 .071 

(DT5) Company is moving straight ahead in terms of a DT. 3.30 3.74 .000 .212 

(DT6)* Company still uses traditional methods for production/services. 2.53 2.28 .047 .098 

Ind. 

Barriers 

(IND1) DT is intimidating to me.  2.70 2.55 .211 .062 

(IND2)* I control the digital workspace and the data generated. 2.79 2.54 .005 .140 

(IND3) I am afraid that, during my work, data is generated in the background 

allowing conclusions about my work behavior. 

1.83 1.73 .260 .056 

(IND4)* Traceability of my data does not influence my work behavior. 2.93 2.91 .837 .010 

(IND5) More jobs will be lost than gained through DT. 2.68 2.73 .754 .015 

(IND6) DT will have a negative effect on my job prospects. 1.92 1.91 .898 .006 

(IND7)* I am a strong advocate of DT as I expect process gains. 2.31 2.18 .156 .070 

Orga. 

Barriers 

(ORG1)* Senior management supports DT and is visibly engaged.  2.38 2.16 .031 .106 

(ORG2) We have no new roles in managing digitalization projects. 2.78 2.27 .000 .183 

(ORG3)* A clear strategy for DT is communicated. 2.90 2.47 .000 .192 

(ORG4)* Errors are used to improve work processes. 2.50 2.38 .220 .060 

(ORG5)* We strive to constantly learn and improve to master DT. 2.37 2.17 .146 .072 

(ORG6)* There is an openness to new ideas. 2.21 2.11 .280 .053 

(ORG7) We do not have enough resources to manage DT. 2.96 2.74 .041 .101 

Tec. 

Barriers 

(TEC1) My work suffers from a poor data connection. 3.26 3.41 .212 .139 

(TEC2) My work suffers from insufficient data interfaces. 3.19 3.50 .005 .178 

(TEC3) While exchanging information, my company fears data theft. 3.03 3.45 .000 .034 

(TEC4)* My confidential work data is sufficiently protected. 2.39 2.36 .485 .158 

(TEC5)* Company’s infrastructure can handle DT. 2.57 2.23 .001 .091 

(TEC6)* Company’s infrastructure is flexible for future developments. 2.61 2.37 .066 .139 

Ext. 

Barriers 

(EX1)* Through DT, data from different areas are more effectively 

integrated into my digital workspace. 

2.36 2.35 .978 .001 

(EX2) There are enough standards to manage DT effectively. 3.16 3.45 .001 .157 

(EX3)* Legislation sufficiently protects companies in the digital world. 2.96 2.84 .361 .045 

(EX4) There are not enough laws to protect me in the digital workspace. 3.03 3.20 .130 .075 

Missing 

Skills 

(SKL1)* My IT knowledge is adequate to keep up with DT.  2.44 2.56 .192 .064 

(SKL2)* Company’s IT knowledge is adequate to keep up with DT. 2.67 2.56 .338 .047 

(SKL3) There is a knowledge lack about the potential of DT. 2.96 2.89 .464 .036 

(SKL4) There is a knowledge lack to use digital technologies effectively. 3.61 3.73 .365 .045 

(SKL5) I would like to be more involved in the decision-making on the 

implementation of new technologies. 

3.39 3.73 .001 .162 

(SKL6) Company should provide more training on technology skills. 3.88 4.05 .139 .073 

*reversed item   

 

In general, the dimension of Organizational barriers also shows relatively low means for both groups.  

At the more detailed level, we note significant deviations and small effect sizes in the missing roles to 

manage DT projects (ORG2) and an absence of clear strategies (ORG3). Both barriers are perceived as 

stronger within SMEs. Thus, ORG2 is 0.51 stronger and ORG3 0.43. We were also able to observe a 

significant difference in the perception of the existence of sufficient resources to manage the DT (ORG7) and 

the perception of supportive management (ORG1). Here, questionnaire participants from SMEs perceive a 

lack of resources and senior management support as slightly more severe barriers. For the other three items, 

we could not find any significant differences. 
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The technical barriers in general score a tad higher for LEs. While exchanging information, SMEs fear 

significantly less the theft of data than LEs (TEC3), with a difference of -0.42. Despite TEC3, both groups 

scored rather low and significantly differently on problems regarding infrastructure to handle DT (TEC5). 

SMEs perceive infrastructure as less problematic than LEs by a difference of 0.34. In LEs, participants 

significantly reported more insufficient data interfaces (TEC2). Again, the effect size is small. For TEC1 and 

TEC6, differences in response behavior are not observed.  

External barriers are seemingly placed in the middle of the scores. However, the absence of standards 

(EX2) seems significantly more prevalent in LEs (-0.29). This is the only item of the external barriers for 

which we were able to demonstrate a significant difference with the help of the Mann-Whitney U test. 

The highest mean values for both groups are observed in the dimension missing skills. Moreover, the 

dimension is of interest because we were only able to measure a significant difference between the groups for 

one item. The provision of more training on technologies (SKL6) scored remarkably high in both groups. 

Also, the question of involvement in decision-making on the implementation of new technologies (SKL5) is 

perceived as an important barrier. However, a significant deviation of -0.34 between SMEs (3.39) and LEs 

(3.73) can be observed. Surprisingly, employees in SMEs and LEs see their own IT knowledge as a minor 

barrier (SKL1). The response behavior for the other items in this dimension is also similar in both groups. 

In sum, we identified differences and similarities in response behavior between SMEs and LEs. We found 

differences between both groups to be significant at 17 out of 36 items. However, the effect sizes show that 

although differences are significant, the overlap between the two groups is large, i.e., the differences are 

measurable but small. 

5. DISCUSSION 

The objective of our research is to gain an understanding of the perception of DT in SMEs contrasting LEs, 

and vice versa. Our proposition to start this research was that the company size might affect the perception of 

the different DT barriers. We used the same dimensions as identified in a pre-study, such as the DT process 

as target and individual, organizational, technical, external, and missing skills as barriers. 

Within the DT process, an improvement regarding the offering of smart products and services to 

customers and implementing road maps for using smart product services internally seem of utmost 

importance. In our study, SMEs tend to have greater problems in offering smart products and services, which 

is surprising as we expect SMEs to be closer to the customer and better at exploring markets. SMEs might 

have to think more about engaging with the customer, as it will affect product and process innovation 

(Wahyuni and Sara, 2020). On the other hand, we see LEs more prepared to meet customer demands by 

forecasting (Del Vecchio et al., 2018). In contrast, SMEs are in lesser need of road maps. One reason for this 

may be that LEs have a more expanded and complex business structure which can hinder innovation and 

prevent any rapid changes within the business. The cause for this might be decelerations and delays of DT 

strategy announcements within LEs due to silos (de Waal et al., 2019). Silos might delimit departments from 

each other and make it harder to spread the word across silos’ borders. Another lower-scoring item can 

emphasize this speculation for LEs to move less straight ahead in terms of DT than SMEs. 

Within the individual dimension, employees in both groups are not very afraid of conclusions regarding 

their work behavior. Either employees trust their employers to be ethical, or the legal framework is 

substantially developed (Kidwell and Sprague, 2009). On the contrary, employees perceive a higher threat of 

being unable to control their digital workspace affecting more participants from SMEs. As IT adoption is 

normally slower in SMEs, this might lead to other insecurities also related to barriers we measure, such as 

fear of data theft. 

Within the organizational barriers, we see the consequences of a lack of resources affecting SMEs to a 

higher degree when it comes to management roles for DT. Human resources especially pose a barrier for 

SMEs (Duan et al., 2002). Surprisingly are the results for the clear DT strategy. We expect a higher barrier 

perception for LEs, as silos hinder the communication of strategies (de Waal et al., 2019). A reason might be 

the keyword DT strategy. Without proper management roles for DT, a DT strategy might not evolve and, 

thus, cannot be communicated. 

Since more staff and the different departments may be divided and segregated (de Waal et al., 2019), the 

data connections might also need to reach a wider area and include more people within LEs. This may create 
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stability issues within the data connection and provoke a greater fear of theft while exchanging data. SMEs 

perceive higher barriers regarding their infrastructure, which we can relate to higher obstacles in acquiring 

resources (Wonglimpiyarat, 2015). 

In the external barriers, the barrier of laws scores relatively high, which aligns with the rather high score 

of an absence of control in the digital workplace of the individual barriers. Thus, there is a need to implement 

digital workplace protection and a better legal framework (Forradellas and Garay Gallastegui, 2021). 

Especially technical standards, which pose a higher barrier for LEs, will contribute to many benefits for LEs. 

Anyways, without a proper cybersecurity strategy (Ani et al., 2017), it is bound to create a lot of vulnerable 

and assailable fronts for companies. 

In Missing Skills, the perception of some sub-barriers is relatively high, especially within the knowledge 

of the use of technologies, involvement in decision-making, and training. Again, we can relate some barriers 

to the issue of resources. Interestingly, LEs tend to score higher on the aforementioned barriers. Regarding 

decision-making, employees in LEs tend to be less involved because of more hierarchy and bureaucracy 

(Bourdieu and Coleman, 2019). Regarding the training, we expect a higher value with SMEs because of a 

general lack of resources. This lack could lead to less formal training than on-the-job training. There is a need 

for more proper training planning (Hulla et al., 2021) to help employees to articulate their missing skills 

thoroughly. Otherwise, the pragmatic impacts of overcoming these DT barriers might be overlooked. 

Since SMEs and LEs face different managerial implications, both can succeed by focusing on their 

unique strengths and opportunities. SMEs can leverage their agility, innovation, and entrepreneurial spirit, 

while LEs can leverage their resources, scale, and market position to achieve their business objectives 

(Analoui and Karami, 2003). SMEs are often more agile and flexible than LEs, enabling them to respond 

quickly to market or business environment changes. This can be advantageous in industries where speed and 

innovation are critical (Chan et al., 2019). Moreover, it would be wise for LEs to address the backlash of 

silos to remain competitive and agile in the rapidly changing business environment. By promoting 

collaboration, streamlining processes, leveraging technology, and providing effective leadership, LEs can 

break down silos and achieve greater innovation and efficiency (Tett, 2015). 

6. CONCLUSION 

Our study aimed to investigate the effects of company size on different DT barriers. SMEs perceivably are 

going through a smoother DT process than LEs. Interestingly, this is seemingly done despite the lack of 

different resources and capabilities within SMEs. Often, barriers such as building up leadership capabilities 

are handled on-site (Bolden and Rohini, 2020). Other than expected, SMEs are doing slightly better than the 

LEs with the DT implementation. 

LEs might face struggles since these challenges exist due to the company’s size. Larger companies’ 

intense systems and networks can hinder innovation, change, and articulating strategies compared to SMEs. 

Our study found some unexpected differences between SMEs and LEs regarding the perception of DT 

barriers. These unexpected differences might be because of bias in the data, although our sample is somewhat 

balanced between SMEs and LEs. We surveyed the companies’ DT process but lacked deeper information on 

their maturity. In our discussion, we developed patterns for explanations. Further explorative research is 

needed to investigate these differences. Some additional, more substantial, and varied results between SMEs’ 

and LEs' perception of the DT process and its implementation could transpire with a larger data sample. After 

collecting more data, narrowing this study down by emphasizing specific sectors, industries, age groups, and 

levels of responsibility might generate additional insights. Further research should also address ways of 

overcoming barriers to DT (Brink et al., 2022). 
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ABSTRACT 

A study examined the attitudes of 457 librarians in Germany and Switzerland towards emerging technologies that are likely 

to change the face of their profession. A multilinear narrative enabled participants to live through the future with these 

technologies. With their decisions, they could change the course and the end of the story. Before and after this intervention, 

participants were surveyed online about their attitudes. The results show a clear gap between imaginability and desirability 

of the technologies portrayed. The effect of the narrative is small but statistically relevant and shows a more differentiated 

attitude of the participants. The use of multilinear narrative scenarios to trigger a discourse about the consequences of 

digitalization on a profession can therefore be recommended. 
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1. INTRODUCTION

Libraries are not isolated institutions but have always been a social space and a mirror of how society deals 

with knowledge and information (Verma, 2015). The professional identity of librarians has been shaped over 

time by the purpose of libraries but also by the characteristics of the media they provide to their users. Thus, 

librarians have evolved from humanistic custodians of knowledge to socio-technical professionals who have 

long used technologies to acquire, maintain and supply information (Tîrziman, 2017). However, the massive 

digitization and virtualization of the global information landscape over the last thirty years has raised very 

fundamental questions about the role of librarians in the 21st century. The information seeking behavior of 

library users and the nature of library operations have been transformed by the digitization of content and 

technologies that have revolutionized the way information is organized and accessed (Lee, 2020). In response, 

librarians emphasize their relevance as navigators and gatekeepers in a user-centered information delivery 

model, advising their users rather than focusing primarily on their physical and digital collections (Dold, 2013). 

The mission to ensure equal access to information (American Library Association, 2014) has by no means lost 

its importance, but it requires new competencies and an open mind. The ability to deal with rapid technological 

change and to use innovations more proactively is demanded (Liu & Shen, 2018), (Noh, 2015), 

 (Yeh & Walter, n.d.)(Kane, 2017), (Buhalis et al., 2019). Consequently, it is essential that librarians 

consciously engage with emerging technologies that will shape both their professional lives and the experiences 

of their users. Emerging technologies are defined as technologies that are characterized by novelty, fast growth, 

prominent impact, uncertainty and ambiguity (Rotolo et al., 2015). Scenarios can contribute to better envision 

the specific use of emerging technologies in everyday work and to think in terms of alternatives 

(Bradfield et al., 2005), (Bishop et al., 2007), (Boerjeson et al., 2005). Multilinear narratives represent a format 

to interact with a future scenario , to make decisions and to experience the consequences in a tangible way 

(Brunner et al., 2020a; Koenitz et al., 2015). 
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2. RESEARCH OBJECTIVES 

The research presented in this paper aims at three objectives.  

(1) The first objective is to survey the attitudes of librarians towards the potential use of relevant emerging 

technologies in their professional environment. Attitudes in the sense of subjective opinions or feelings towards 

a technologies comprise cognitive, affective and behavioral components (Eagly & Chaiken, 1993). The 

cognitive component shall be assessed through the dimension of imaginability, i.e. how tangible an emerging 

technology is or how concretely librarians can imagine it in their everyday future work life. The affective 

component shall be assessed through the dimension of desirability, i.e. to which extend librarians would like 

to see or not see an emerging technology as part of their future professional life. The behavioral component 

shall be extrapolated from the decisions that librarians actually make in relation to the use of technologies in 

the context of a multilinear narrative. 

(2) The second objective is to investigate whether the multilinear story has an impact on the attitudes of the 

participating librarians towards the portrayed technologies (Brunner et al., 2020b),  

(Brucker-Kley & Keller, 2019). It is essential to the research design that the study is not based on a directional 

hypothesis. The question is not whether the narrative increases the desirability of a technology, but whether 

the narrative changes the attitude of the subjects regardless of the direction. The multilinear scenarios are not 

normative but deliberately show different variants of the future. The decision whether a future is desirable or 

not lies solely with the reader. 

(3) A third subordinate objective is to determine whether there is a difference in attitudes and change in 

attitudes towards emerging technologies between academic and public librarians. 

3. METHODOLOGY AND APPROACH 

The design, creation and evaluation of the multilinear story followed the method of Science Fiction 

Prototyping, an approach fostering the critical reflection of consequences of technological innovations 

(Johnson, 2011), (Atherton & Johnson, 2016). Science Fiction Prototyping comprises three main phases 

(Merrie et al., 2018): (1) Identify and analyze the drivers shaping the future of the domain (in this case the 

librarian profession); (2) Develop the narrative to portray the impact of the technologies on people; (3) Expose 

the audience to the narrative and reflect on the impact and resulting learnings. 

3.1 Select Relevant Technologies and “Build the Future World” 

First, relevant emerging technologies which have the potential to change the librarian domain in the future 

were identified based on literature research. To design a plausible stage for the technologies in use also the 

political, economic and sociocultural drivers had to be determined via a PEST analysis  

(Sammut-Bonnici & Galea, 2015). The analysis led to the following five emerging technologies and 

technology-driven concepts which show great potential to change the future of the librarian profession. The 

majority of these are concepts driven by emerging technologies and not technologies per se. To reduce 

linguistic complexity, we will henceforth refer to them generally as "technologies": 

 Smart glasses (Schweizer, 2014), 

 Open Access (Homans & Wilen, 1997), 

 Virtual Meetings (Laitinen & Valo, 2018), 

 Artificial intelligence (AI) (Russell & Norvig, 2016), and 

 Streaming services 

Potential future manifestations of the key drivers and their impact were defined by applying the  

creative-narrative scenario technique according to Kosow and Gassner (Kosow & Gaßner, 2008). For each 

technology premises for light, moderate and extensive usage of the technology in libraries were formulated as 

well as the corresponding “stage design” in terms of assumed future political, economic and sociocultural 

conditions. 
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3.2 Develop the Narrative 

Once the stage was set and the key technologies to be portrayed were selected, a multilinear story was 

developed in which librarians can make technology decisions and experience the consequences of those 

decisions. In this paper, only the structure of the story is outlined since the presentation of a multilinear story 

in a linear fashion does not correspond to the format. The English translation of the multilinear story is available 

online (LibraryStory, n.d.). 

3.2.1 The Introduction: 

The reader  

 is placed in the role of a librarian,  

 creates her/his own identity, by which she/he is addressed in the story, and  

 is introduced to the future setting in which the story takes place.  

3.2.2 The Main Part 

The course of the narrative (following a working day) is outlined right at the beginning and basically portrays 

three possible narrative threads: 

 Light usage of the technologies 

 Moderate usage of the technologies 

 Extensive usage of the technologies 

The plot of the story follows various dialogues, which are personalized. The reader is addressed in the 

second person ("you") to create a certain intimacy and identification with the protagonist. The library plot is 

kept as general as possible, so that the everyday work situations can take place in a public library as well as in 

an academic library. The complexity of a daily work routine is simplified as much as possible but presented as 

tangible as possible so that librarians can familiarize with it. Decisions are built in the story whenever the 

librarian has a choice to use a technology more or less intensively. This leads to the splitting of individual 

narrative threads and increases the complexity of the possible storyline.  

3.2.3 The End 

Depending on the storyline driven by the decisions of the reader. The story leads to one of the following three 

open endings: 

 “Obsolete”: Rather dystopian with a negative impact, but with a professional reorientation as a silver 

lining on the horizon. 

 “Irreplaceable”: Rather conservative with few changes to the status quo. 

 “Unburdened”: Rather utopian with major technology-driven changes that open up new freedoms for  

self-fulfillment. 

The multi-linear narrative was implemented as an interactive hypertext (Twine) accessible via any Internet 

browser. The quality of the artefact was validated via prototyping and think-aloud test-runs in four iterations 

along three dimensions: usability, immersion and transformational capability. 

3.3 Analyse the Impact of the Narrative Intervention 

The impact of the resulting narrative intervention was evaluated online. Subjects were recruited via digital 

channels from libraries and professional networks in the German-speaking part of Switzerland and Germany. 

Each participant went through a fully logged continuous online session that included a pre-survey, reading the 

hypertext story and a post-survey. Both survey rounds and the logging of the narrative intervention were 

conducted anonymously via a digital platform (Elke Brucker-Kley & Thomas Keller, n.d.). 

For all the technologies mentioned above, one question each was asked about future imaginability ("Can 

you personally imagine that technology X will be dominant to perform tasks Y,Z  in libraries?...") and 

desirability 

 ("Do you personally want technology X to be part of your everyday work in the library?"). The responses to 

pre- and post-surveys were collected using a 5-point Likert scale Table 1. Applied five-point Likert scale  

(Table 1).  
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The post-survey was concluded by one additional open question, "What other thoughts and open questions 

does the story trigger in you? ". Number and content of answers to this optional question were used as a proxy 

to evaluate the effect of the narrative on the readers willingness to reflect and discuss.  Both surveys were an 

integral part of the multilinear story and can be viewed online (LibraryStory, n.d.). 

4. ANALYSIS AND FINDINGS 

Statistical analysis was performed using SPSS. All data are available online (Survey Data on OSF: Digital 

Futures - Library Story, n.d.) 

The verbal qualifiers of the 5-point Likert scale that were used for the pre and post survey were quantified 

as presented in Table 1. 

Table 1. Applied five-point Likert scale 

Imaginability Desirability Value 

Very likely Very desirable 5 

Rather likely Rather desirable 4 

Possibly likely Possibly desirable 3 

Rather unlikely Rather not desirable 2 

Not likely at all Not desirable at all 1 

4.1 The Characteristics of the Participants 

The total of 457 analyzable records can be grouped according to the following characteristics: Gender, age, 

and library type. 

Table 2. Participants by gender 

Gender No answer Diverse Male Female Total 

[#] 10 3 101 343 457 

[%] 2.2 0.7 22.1 75 100 

 

The gender distribution of the sample (Table 2) corresponds to the gender distribution of librarians in the 

surveyed geographies. Librarians are among the professions most influenced by gender. More than 80% of 

librarians in Switzerland and 75% of librarians in Germany are women (BfS, 2018; IAB - Institute for Labor 

Market and Profession Research, 2017).  

The age distribution of the subjects does not reflect the age structure of librarians in the surveyed 

geographies. Librarians younger than 50 are more strongly represented in the survey than in reality. Age 

distribution data for information and documentation professions in Germany show that more than 47% of 

employees in that profession are 50 years and older, compared to 35% across all professions. 

  

Figure 1. Imaginability and desirability of the portrayed 

technologies in the pre-survey 

Figure 2. Imaginability and desirability of the 

portrayed technologies in the post-survey 

 

ISBN: 978-989-8704-47-4 © 2023

88



The sample shows that approximately ¼ of all participants work in a public library and almost ¾ in an 

academic library. The actual distribution of library staff according to Swiss library statistics (BfS, n.d.) is ⅔ in 

general public libraries and ⅓ in academic libraries. In Germany the jobs in public and scientific libraries are 

almost equally distributed (02. German Library Statistics, Kerndaten, Engl. Ab 1999 - Bibliotheksstatistik  

- Hbz Service-Wiki, n.d.). Thus, academic librarians are more strongly represented in the survey than in reality. 

4.2 Imaginability Versus Desirability 

The first objective was to identify the attitudes of the participating librarians towards the portrayed emerging 

technologies before reading the narrative scenario. Based on the results the cognitive aspect (imaginability) 

and the affective component (desirability) of the attitudes towards the technologies can be compared. For this 

purpose, the responses for "very likely" and "rather likely" as well as the responses for “very desirable" and 

"rather desirable" were cumulated. The responses for other options were not considered for this analysis.  

The data show that smart glasses are equally imaginable and desirable for the participants before reading 

the scenario (Figure 1) . Practically all participants would like to see Open Access as the predominant paradigm 

to access scientific publications, but only 50% can imagine this for the future. For all other technologies, the 

gap between envisioning and embracing the technology in their everyday work life is the other way around. 

This is particular true for Virtual Meetings and AI. The participants consider it realistic that Virtual Meetings 

will dominate in libraries in the future but wish this to happen to a much lesser extent. The vision that AI could 

not only support but take over certain administrative and advisory processes in a library completely, is 

significantly less imaginable and clearly less desirable for the participants. 

The second objective was to find out whether the multilinear narrative has an impact on the attitude towards 

the portrayed technologies. Figure 2 illustrates imaginability and desirability after the participants went through 

the multilinear narrative. Table 3 compares the data from the pre and post survey and shows the relative change 

for the positive responses presented in Figure 1 and Figure 2. Both imaginability and desirability have increased 

moderately for all of the technologies after reading the narrative except for the desirability of Open Access and 

the imaginability of Streaming. However, the clear gap between imaginability and desirability has remained. 

A more in-depth discussion of the impact of the multilinear narrative on the subjects' attitudes including the 

full spectrum of responses follows in the next section. 

Table 3. Pre/Post survey comparison 

 

Pre survey  Post-survey  

Very or 
rather 

desirable 

Very or 
rather 

imaginable 

Very or 
rather 

desirable 

Very or 
rather 

imaginable 

Smart 
Glass 43.76% 42.23% 52.52% 55.14% 

Δ   20.00% 30.57% 

Open 

Access 98.25% 54.49% 97.16% 60.83% 

Δ   -1.11% 11.65% 

Virtual 

Meetings 23.63% 47.05% 32.39% 61.93% 

Δ   37.04% 31.63% 

AI 13.79% 34.57% 19.91% 37.86% 

Δ   44.44% 9.49% 

Stream-

ing 50.98% 69.37% 53.39% 68.71% 

Δ   4.72% -0.95% 
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Figure 3. Sankey diagram illustrating the different paths the participants have taken in the story 

4.3 The Impact of the Narrative 

Based on the logged history of the individual paths of all participants (N=457) a Sankey diagram was generated 

(Figure 3). The thickness of the strands represents the quantity of the individuals who chose the different paths 

when interacting with the multilinear story. The Sankey diagram shows that many participants chose the strands 

with strong digitization. 313 participants opted for virtual customer service instead of supporting users on-sight 

at the customer service desk. Nevertheless only 105 participating librarians decided to leave the research for 

the user entirely up to AI in the virtual mode. 208 participants chose the virtual route but rejected the support 

of AI in conducting research. 263 participants closed the narrative experience with the rather dystopian ending 

(loss of job and professional reorientation). 138 experienced the rather utopian ending (freed up resources used 

for new ways of self-fulfillment). 56 participants left the experience with the rather conservative ending (light 

digital transformation resulting in little changes to the status-quo).  

How did this predominantly dystopian narrative experience affect the attitude of the participants? The 

bubble charts visualize the change in attitude of the participants before and after the multilinear narrative for 

each portrayed technology, exemplarily for AI (Figure 4, Figure 6) and Smart Glasses (Figure 5, Figure 7) in 

this paper. The verbal qualifiers of the full Likert scale were recoded into numerical values (Table 1). Each 

datapoint is plotted in the coordinate system to express the response of the participant before (x-axis) and after 

(y-axis) the narrative experience. The bubble size represents the number of participants with the same response 

pattern. The bubbles along the diagonal of the diagram represent those participants whose attitudes remained 

the same before and after the narrative. The bubbles above the diagonal represent those participants who 

consider a technology more imaginable respectively more desirable after the narrative. The bubbles below the 

diagonal stand for negative changes in imaginability respectively desirability after the narrative.  

 

 

Figure 4. Imaginability of AI before and after reading the 

narrative 

 

Figure 5. Imaginability of Smart Glasses before and after 

reading the narrative 
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The bubble diagrams clearly show the strikingly high proportion of users who have not changed their 

attitude according to pre- and post-survey. The bubbles along the diagonals in the case of smart glasses and AI 

represent more than half of the participants. The attitude towards Smart Glasses has not changed for 58% 

(imaginability) and 56% (desirability). Attitudes towards AI have not changed for 50% (imaginability) and 

56% (desirability).  

Overall, changes were small but nevertheless statistically significant. Significance was tested using the 

Wilcoxon signed ranked test, with a 0.05 significance level. For all technologies except for Streaming the 

measured differences between pre- and post-survey results were statistically significant for both imaginability 

and desirability. The null hypothesis that the narrative has no impact on the attitude of the participants can 

therefore be rejected for four of five technologies. 

The bubble charts also show which technologies are more polarizing than others. In the case of the 

desirability of AI (Figure 6), for example, the bubble diagram reveals that almost one-third of the participants 

retained a negative attitude (rather not / not at all desirable). For Smart Glasses, the opinions are mainly in the 

indifferent and positive range and are more dynamic in terms of change from indifferent (3) to more desirable 

(4) (Figure 7). 

To get an aggregated view on the strength of the changes in attitudes for each technology the sum of 

weighted positive and negative changes was calculated (v: variance in change, p: number of participants with 

the same variance in change)  

∑𝑝𝑣

𝑣−4

𝑣+4

× 𝑣 

The results are presented in Table 4. With the exception of the desirability of Open Access all technologies 

show an increase both of imaginability and desirability in the post-survey. Smart Glasses and Virtual Meetings 

became most tangible for the participants. 

To compare and evaluate effect sizes in a standardized manner Pearson's r value was calculated based on 

the pre- and post-data (Table 5). Applying the classification for effect sizes in the social sciences according to 

Cohen (Cohen, 1988) (0.1=small, 03=medium, 0.5=large) to the results, it must be clearly declared that the 

effect size is small. For AI the effect is negligible, although statistically significant in the Wilcoxon test  

(0,04 for imaginability and 0,008 for desirability). 

Table 4. Weighted changes of attitudes from pre to post 

survey 

 Weighted change pre- to post survey 

 Imaginability Desirability 

Smart Glasses +115 +50 

Open Access +60 -27 

Virtual Meetings +124 +76 

AI +43 +49 

Streaming +1 +18 
 

Table 5. Effect sizes 

  Effect size r 

 Imaginability Desirability 

Smart Glasses 0,20 0,10 

Open Access 0,14 0,10 

Virtual Meetings 0,21 0,15 

AI 0,07 0,09 

Streaming 0,00 0,04 
 

 
 

Figure 6. Desirability of AI before and after the narrative Figure 7. Desirability of Smart Glasses before and after the 

narrative 
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4.4 Differences Based on Library Type 

The Mann-Whitney U test with a significance level of 0,05 was applied to validate the statistical significance 

of differences between the attitudes and changes in attitudes of employees in public and academic libraries. 

Only for Virtual Meetings a statistically significant difference between public and scientific librarians could 

be identified. While 60% (52% post) of public librarians considered virtual meetings to be rather not or not at 

all desirable, only 37% (35% post) of scientific librarians shared the rather negative attitude. For all other 

technologies no statistically relevant difference could be observed The null hypothesis (“There is no difference 

in attitudes between employees of general public and academic libraries”) thus can be confirmed. 

5. DISCUSSION 

One goal of this study was to determine librarians' attitudes towards emerging technologies that are likely to 

change the face of their profession. This revealed a clear gap between cognitive and affective attitudes both 

before and after reading the narrative scenario. The portrayed technologies, except for Smart Glasses, are 

overall more imaginable than desirable for the participating librarians. AI and Virtual Meetings are the 

technologies with the least desirability. The result for Virtual Meetings was probably also influenced by the 

pandemic. Libraries were either closed or reopened with heavy restrictions and a high share of librarians was 

working from home while the study was conducted. The desirability of Virtual Meetings nevertheless increased 

after reading the narrative. The futuristic version of meeting colleagues and clients virtually was seemingly 

more desirable than the current reality. With AI, attitudes were more entrenched. Here, there was not even a 

small effect on attitudes, neither on imaginability nor on desirability. With AI, nevertheless, the change in 

attitude among those who were in the middle of the Likert scale before the narrative (3 of 5) is noteworthy. 

153 (33%) of participants considered AI "possibly desirable" before the narrative. Only 75 (16%) retained this 

indifferent opinion after the narrative, 31 changed their attitude to the more positive, 47 to the more negative. 

This example shows that despite statistically small effects, the narrative nevertheless enabled many participants 

to form an opinion. This is confirmed by the fact that 55% of the participants in this study used the optional 

free text field at the end of the survey to share thoughts and open questions triggered by the narrative. 

For Smart Glasses, Open Access and Virtual Meetings the effects on imaginability were stronger than on 

desirability. The narrative was able to make these technologies and their impact on everyday professional life 

more tangible. The fact that the majority of participants opted for highly digitized paths of the multilinear 

narrative may have contributed to this effect.  

However, it is questionable whether these decisions in the multilinear story are suitable as determinators 

for actual behavior. For example, the fact that 68% of participants chose virtual customer service might suggest 

that librarians do not mind the loss of customer contact. However, it can also simply mean that many librarians 

were curious to experience this version of customer service in the narrative. It is notable, however, that for 4 

of 5 technologies desirability slightly increased, even though 58% of participants completed the story with the 

dystopian ending. This could indicate an insufficient level of immersion and believability of the story, which 

had been defined and testes as quality criteria for the narrative. However, it can also be taken as a positive 

indication that the story lives up to its claim of presenting different versions of the future as neutrally and 

descriptively as possible, rather than normatively convincing readers of good and bad versions of the future. 

The motivation behind this research was not to increase technology acceptance among librarians or to warn 

them about the consequences of digitization, but to promote a conscious engagement with emerging 

technologies. 

6. CONCLUSIONS 

Multilinear scenarios haven proven to be suited to make technologies imaginable. If we assume that 

imaginability is a prerequisite for engaging more consciously with technological change, multilinear narratives 

can contribute to a discourse on digitization and its consequences for the future of a profession.  
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We also consider the small changes in desirability to be relevant for this purpose, as they are an indicator 

that the readers of the narrative have developed a more differentiated attitude. Whether stronger effects are 

shown with more extreme scenarios is an interesting question for future inter- and transdisciplinary research. 

A multilinear narrative is a special form of intervention. It cannot be strictly controlled, even if it is created 

with the scientific methods outlined in this paper. The design of the narrative is ultimately also an artistic act 

and, despite testing, some bias in its creation cannot be prevented. The results of the study and feedback from 

readers suggests further design elements and design criteria worth exploring:  

1. Avoid oversimplification. The attempt to make the experience fit for both public and scientific librarians 

did not work well. Public librarians found that the role of a library as a social space was underrepresented in 

the narrative.  

2. Embed the possibility to experience the narrative from another perspective, e.g. of the library user. Roles 

and perspectives would allow to widen the scope of the audience and to pick or swop roles before and/or in the 

course of the story. 

3. Reconsider the exclusive and irreversible choice of a path. Asking the readers at the end, whether they 

like this version of the future or whether they want to start the story again or return to a specific decision point, 

seems a promising new element both for the readers’ experience and the research design.  

4. Experiment with alternative formats for multilinear narratives. In the broader context of this study we 

experiment with immersive Virtual Reality (VR) to increase the emotional engagement of users.  

A “SciFi generator” allows to create VR experiences from textual Twines. Comparing the effects of textual 

twines versus immersive VR experiences is an interesting field of futures research. 
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ABSTRACT  

Recently the energy sector undergoes a rapid transformation that revolves around digitalization, decentralization and 

democratization. This is because global energy crisis contributes to rising poverty, raising prices and slowing economies. 

At the same time disrupting ICT technologies such as Artificial Intelligence (AI), Big Data Analytics, and Internet of 

Things (IoT) pose great potential towards improving several processes followed in the energy sector such as better 

forecasts for energy demand and consumption, that can contribute to significant energy savings. To this end, I-NERGY 

project aims at promoting and supporting AI in the energy sector through services and applications that support the entire 

energy value chain. In this publication, the I-NERGY big data reference architecture (RA) is presented, along with the 

most important technologies that have been used to cover the main requirements of I-NERGY platform. Moreover,  

I-NERGY is compared to other well-known big data RAs both general-purpose and energy sector specific, and the most 

important conclusions are presented in brief. 

KEYWORDS 

Artificial Intelligence, Big Data, Energy, AI on Demand, Data Governance, Energy Analytics 

1. INTRODUCTION  

People’s well-being, industrial competitiveness and the overall functioning of society depend on safe, secure, 

sustainable and affordable energy. Hence, the energy sector and the underlying value chain are central in 

people’s everyday life. Especially, in the last few years, with the advancements on technologies such as AI 

and Big Data Analytics, and due to the energy crisis, the energy sector undergoes a rapid transformation. In 

fact, AI and Big Data Analytics are expected to reshape drastically the entire energy value chain focusing 

mostly on digitalization, decentralization and democratization. Indicatively, General Electric estimates that 

the production of a wind farm can be increased by 20% through the use of AI (GeneralElectric, 2019). 

Moreover, McKinsey estimates that by 2030 Big Data, IoT and AI technologies can unlock 5.5 trillion to 

12.6 trillion dollars in value globally (McKinsey, 2021). Also, there are already several examples that 

showcase the value that AI and Big Data technologies can unlock in the energy sector. For instance, Google 

Data Center operation achieved 40% energy savings through DeepMind AI (Yao, 2018).  

Of course, there are several companies that already use such technologies and derive significant value 

from them, however in most cases they act as consolidated data siloes, unwilling to share neither their data 

nor the techniques, methodologies and technologies they are using. In this context, collaborative platforms 

and projects that combine data from different data sources and provide transparency about the techniques and 

technologies they are using are of utmost importance. In this direction, AI on Demand (AIoD) platform aims 

at bringing together the AI community and facilitate knowledge transfer from research to multiple business 

sectors (AI4EU, 2020). In addition GAIA-X project provides a federated and secure data infrastructure, in 

order to enable companies and citizens to share data, while they maintain control over them, while special 

attention is paid to data sovereignty (GAIA-X, 2022). The same objective of secure and sovereign data 

sharing poses also the International Data Space Association (IDSA) (IDSA, 2021). 
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All the above-mentioned projects focus on data and knowledge sharing for multiple business domains, 

however there is a variety of projects that focus on the value of AI and Big Data in the energy domain and 

their applications. For instance, the MATRYCS project focuses on big data analytics applications for smart 

buildings (MATRYCS, 2021). BD4NRG aims to exploit the full potential of Big Data to the entire energy 

value chain (BD4NRG, 2021). ENERSHARE aims at enabling secure and sovereign data sharing in the 

energy sector to facilitate the energy transition that was mentioned earlier (ENERSHARE, 2022). 

The research presented in this publication, has been conducted under the context of the EU funded 

research project I-NERGY. The main objective of I-NERGY is the promotion and support of AI in the 

energy sector through novel AI services and applications that facilitate the entire energy value chain, as well 

as the reinforcement of AIoD platform with new knowledge and assets for energy (I-NERGY, 2021). 

Specifically, in this paper, the I-NERGY high level architecture is presented along with its main 

components and building blocks based on which each component has been built, together with the main 

requirements that I-NERGY platform should cover. Moreover, a comparison with other similar big data 

architectures for the energy sector and other related works, is presented. 

2. RELATED WORK 

Recently Big Data Analytics, IoT and AI technologies are becoming popular in literature, leading to 

numerous publications and research work for relevant applications in the energy domain. Those include 

services about electrical load forecasting through AI (Pelekis et al., 2022), anomaly detection in smart 

buildings and smart grids (Karakolis, Alexakis, et al., 2022) predictive maintenance services, flexibility 

forecasting and demand response services (Ahmadiahangar et al., 2019) among others. Moreover, there are 

several publications on general purpose big data services, such as query engine applications (Alexakis et al., 

2022) and visual analytics services (Kormpakis et al., 2022). However, most of them are focusing on specific 

problems rather than the entire architecture of a big data system. 

On the other hand, there is a variety of publications and well-known big data architectures that have been 

proposed as general-purpose big data architectures that support a number of different and heterogeneous big 

data analytics and AI services. Such well-known architectures include BRIDGE (Lambert et al., 2021),  

IDS-Reference Architecture Model (IDS-RAM) (Otto et al., 2019) and GAIA-X (GAIA-X, 2022). Moreover, 

system architectures from similar projects in the energy domain are BD4NRG and MATRYCS architectures. 

All these architectures will be presented in a nutshell and compared to the one proposed in the following 

sections. 

Specifically, BRIDGE initiative (BRIDGE, 2021) aims to address cross-cutting issues regarding smart 

grid, energy storage, islands and digitalization, by involving multiple stakeholders from a large number of 

related projects. The results of this initiative include BRIDGE Reference Architecture (RA), a multi-layered, 

cross-sectoral architecture model based on Smart Grid Architecture Model (SGAM). BRIDGE RA consists 

of five layers, namely the Component Layer, that includes all connected devices and data sources; the 

Communication layer that has to do with standardization of  protocols and formats; the Information Layer 

that is responsible for forming the data according to the selected data models to facilitate interoperability; the 

Function Layer, which is responsible for decision making processes based on available data; and the Business 

Layer, which is responsible for business associations, roles and processes (Lambert et al., 2021). 

BD4NRG architecture (Wehrmeister et al., 2022) has been designed on top of the BRIDGE architecture. 

Specifically, it consists of four layers illustrating the different layers of the data value chain and one vertical 

pillar that includes different dataspace enablers that are relevant with all the aforementioned layers. The 

layers include the Data Sources layer, which is similar to the component layer of BRIDGE RA, the Data 

Interoperability layer that accommodates the responsibilities of Communication and Information layers of 

BRIDGE RA, the Data Analytics Services layer, which is similar to the Function layer of BRIDGE RA, and 

the Business Actors layer that includes all the different stakeholders interacting with the platform. Regarding 

the vertical pillar (Data Space Enablers), it consists of all components and functions required for a distributed 

dataspace that is aligned with the design principles of IDSA and GAIA-X.   
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Furthermore, IDSA proposed their own architecture model, named IDS Reference Architecture Model 

(IDS-RAM) (Otto et al., 2019) that focuses on secure and trusted data exchange between organizations 

paying special attention to data sovereignty.  The main building block for IDS-RAM is the IDS connector 

which acts as a gateway and enables peer to peer sovereign data exchange between users. The main 

participants of a data space are data owners, data providers, data consumers and data users. Similar to 

BRIDGE and BD4NRG RAs, IDS-RAM consists of several layers, namely the System Layer, the 

Information Layer, the Process Layer, the Functional Layer and the Business Layer. These layers provide 

similar functionalities to the layers of the previously presented architectures. 

With respect to GAIA-X RA (GAIA-X, 2020), it focuses on decentralization and transparency and 

consists of a data ecosystem that provides data sharing services, as well as an infrastructure ecosystem that is 

responsible for portability, interoperability and interconnectivity. GAIA-X RA focuses more on cloud 

services and infrastructure compared to IDSA. Of course, these architectures can be integrated in a common 

approach (Otto, 2022), as IDS connectors can be used as secure gateways to GAIA-X RA nodes. 

In addition, MATRYCS big data architecture is a high-level architecture focusing on big data 

management in the building domain, that facilitates data sharing, interoperability and seamless operation of 

big data-enabled services. It consists of four layers of functionalities, namely the Infrastructure Layer, the 

Data Governance Layer, the Processing Layer and the Analytics layer. All these layers are built, using  

well-known open-source technologies. MATRYCS high-level architecture, follows a similar approach to the 

one proposed in the publication at hand and the I-NERGY architecture. A brief comparison of all the 

presented reference architectures will be presented in section 5. 

3. I-NERGY REQUIREMENTS 

I-NERGY project provides AI-enabled analytical energy services to several pilot sites, covering the entire 

energy value chain, from TSOs, DSOs and ESCOs, to investors and policy makers, all of them posing 

different objectives and requirements. Specifically, the pilots include 9 pilot hubs and 15 different use cases, 

that have been described in detail in (Karakolis, Pelekis, et al., 2022). These use cases are distributed across 

three domains, namely, i) AI for energy networks, aiming at the optimized operation of electricity and 

district heating networks; ii) AI for Renewable Energy Sources (RES) generation in buildings, districts 

and communities and iii) AI for enabling synergies and implications on other energy and non-energy 

domains. Indicatively, the use cases under the first domain, include a use case for AI enabled network 

assets predictive maintenance and one for AI enabled efficient operational planning through network 

load forecasting. The use cases under the second domain include an AI-based consumption and flexibility 

prediction for a local community and an AI for EV charging stations use case. The third domain includes 

use cases such as De-risking of energy efficiency investments through AI and AI-enabled prediction of 

climate change impact at a regional level. Note here that the abovementioned use cases are indicative and 

the full list alongside their descriptions can be sought in (Karakolis, Pelekis, et al., 2022). 

Given that there is a large number of different and heterogeneous pilots and use cases, that serve different 

stakeholder groups through the I-NERGY platform, a number of requirements should be satisfied in order for 

the platform to be able to serve all the aforementioned use cases. In particular, I-NERGY platform should be 

capable of: 

Connecting with different and heterogeneous data sources. I-NERGY services are built on top of a 

variety of available data both static and streaming from multiple sources. Such data include weather data for 

different regions, sensor data from smart grids and smart buildings and data from network assets among 

others. To this end, the platform should be able to connect to different databases, use APIs and receive 

messages in real time through message broking technologies to facilitate near real-time services.  

Preprocessing and harmonizing incoming data according to a common data model. As there are 

different data sources for different organizations and use cases, there is a requirement for storing information 

in a unified way, meaning that datasets that represent similar concepts and measurements should be 

represented in the same fashion, to establish interoperability and reusability, even though different 

organizations may use different models. Hence, a predefined commonly accepted data model should be 

established, in conjunction with a preprocessing and harmonization phase that brings the incoming data to a 

compliant form to the aforementioned common data model. 
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Providing efficient big data storage and querying capabilities. A variety of different data providers are 

envisaged to continuously send data to I-NERGY platform. These data should be stored efficiently and at a 

low latency to a database that is available for querying. Moreover, as several analytical and AI services are 

using these data, a mechanism for efficient querying is required, both in terms of low latency and high 

availability. 

Accessing real-time data streams and facilitating access to the latter to related analytics services. 

Some of I-NERGY platform’s services are near real-time services, such as real-time anomaly detection in 

smart buildings as well as fault detection in smart grid’s network assets. To enable such services, incoming 

real-time data streams should be available to the services in near real-time. 

Efficiently training, evaluating and serving AI models. Most of I-NERGY services heavily rely on AI, 

machine learning (ML) and deep learning (DL) models. As several of these models are very complex and 

require significant amounts of time and computational resources for training and inference, the platform 

should be able to provide efficient training, evaluation and serving capabilities (e.g. memory, GPUs etc.)  

to facilitate the development of these models. 

Providing transfer learning capabilities. A common problem in energy related AI services is the 

insufficient amount or quality of available data, when it comes to training complex AI models. In such cases,  

the usage of transfer learning is often proposed by researchers (Sarmas et al., 2022), as it enables knowledge 

transfer from different domains to solve related problems. 

Providing utilities for incremental (online) learning. It is commonly accepted that AI models that are 

trained offline tend to underperform, after a time period, due to the dynamic nature of the incoming data. To 

this end, I-NERGY platform should provide utilities for incremental learning, in order to dynamically adapt 

the developed models, once AI models stop performing as expected. 

Serving multiple stakeholders, providing access to authorized users. I-NERGY assets  

(services, applications, data, etc.) should be available only to registered users, that have the appropriate 

permissions to access them.  

Addressing cybersecurity. A complex big data platform with multiple stakeholders, and data from 

different organizations should be accompanied by high levels of security, including identification and 

prevention of malicious actions. Security measures should include service usage monitoring, vulnerability 

detection, access control and identity management and system monitoring among others. 

Reinforcing the AIoD platform by sharing I-NERGY assets. One of the main objectives of I-NERGY 

project is to reinforce AIoD platform with a variety of energy analytics services. To this end, services, must 

be compliant with AIoD Experiments platform requirements, to be onboarded to the latter. 

4. I-NERGY REFERENCE ARCHITECTURE  

In Figure 1 the conceptual architecture of I-NERGY is illustrated alongside the interconnection with AIoD 

platform. It consists of several components responsible for different functionalities, namely the Data 

Management component, the AI models Training Component, the Energy Analytics component, and the 

Security and Access Control component. Moreover, the interconnection with the AIoD platform (formerly 

AI4EU) is presented, as I-NERGY project is tightly coupled with the AIoD platform. Hence, the main assets 

that are provided by I-NERGY platform (e.g., AI models, APIs, datasets, documentation) will also be 

available to AIoD platform, through the AI Catalog, and the AI Experiments platform. 
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Figure 1. I-NERGY reference architecture 

More specifically, the Data Management component is responsible for receiving incoming data from 

different data sources such as energy related data streams from smart grids and smart buildings and  

weather-related data and perform preprocessing, curation and harmonization procedures, in order to store 

these data in a commonly accepted form, according to a common data model. Additionally, this component is 

responsible for providing stored data, as well as real-time streaming data to the energy analytics services. The 

ingested data are also available to third parties and external stakeholders through a service based on 

blockchain and smart contracts that secures trusted data sharing and controlled access to data. The main 

technologies that are used in the Data Management component are Apache NiFi (Pandya et al., 2019), 

Apache Kafka (Kafka, n.d.) and MongoDB (MongoDB, 2018). Apache NiFi supports powerful directed 

graphs for data routing, transformation and system mediation logic, and within I-NERGY it facilitates the 

data ingestion and preprocessing phase. Apache Kafka is responsible for real-time data processing and, on 

the one hand, facilitates the reception of real-time data while, on the other hand, acts as a stream data 

provider for services that are based on streaming data. Finally, MongoDB, a highly scalable NoSQL 

database, is used for storing all the data, while analytics services are querying the latter.  
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The AI models Training Suite provides all the necessary tools for training evaluating and serving AI and 

ML models. Moreover, it provides capabilities for transfer learning and incremental learning, as well as 

storage of the aforementioned models. The main technology that is used for serving AI models is BentoML, 

while JupyterLab and MLFlow are used for model training and evaluation (Pelekis et al., 2022). Also, several 

technologies like TensorFlow, and Pytorch are used for transfer learning and incremental learning. 

The Energy Analytics services component includes all analytics services that are available to the  

end-user. These services cover the entire energy value chain and include an electrical load forecasting 

service, an energy flexibility forecasting and demand response service, a service for real time anomaly 

detection in smart buildings, a predictive maintenance service, a service for evaluation and prioritization of 

energy efficiency investments in buildings, as well as a digital twin (DT) application for distributed energy 

resources (DER) coordination, and a DT application for electrical communities and energy consumers. On 

top of these services, a visual analytics service provides interactive data visualisations. All these services are 

available to external users through the I-NERGY Marketplace, which, on the one hand, enables the view of 

the project’s available ML models and resources to promote their quick adaptation and reuse within different 

contexts, and on the other hand provides users with a graphical UI to develop in scale new services, 

algorithms, applications, and micro-services taking advantage of the available project assets such as datasets 

and ML models. For the development of AI models several python libraries are used such as TensorFlow, 

PyTorch, Darts, and Scikit-Learn. Moreover, for the DT for DER application DPSim simulator (Mirz et al., 

2019) has been used, while DT for electrical communities as well as the Visual Analytics service were 

developed as web applications using the Django Python framework. Lastly, for the development of the 

marketplace the Knowage suite (Knowage, 2022) has been configured and deployed in accordance with user 

requirements. 

The Security and Access Control component is responsible for ensuring that only authenticated users 

can access the platform services and data, on condition that they have the permission to access the requested 

resources. Moreover, this component is responsible for the overall security of I-NERGY platform, in order to 

protect platform data and services from cyber attacks. Identity and Access Control Management are achieved 

using Keycloak open-source identity and access management platform, while security is provided through 

Wazuh open-source security platform, which is installed on virtual machines of the project to provide 

endpoint security, threat and vulnerability detection, and continuous monitoring among others. 

Of course, all these services require significant computational resources to operate smoothly. To this end, 

several cloud providers have been examined to be used for I-NERGY platform. Finally, EGI-ACE project’s 

(EGI-ACE, 2021) cloud has been selected among the different cloud service providers. EGI-ACE is a project 

coordinated by EGI foundation (EGI, 2010) and is funded under EU Horizon 2020 research and innovation 

program. It provides free-at-point-of-use computing, storage resources, training and support for researchers 

and scientific projects. EGI is a federation of computation and storage resource providers that are united to 

provide computing and storage for analytics services and facilitate research and innovation across Europe.  

The assets that I-NERGY provides are AI services available through APIs (AIaaS) and web interfaces, 

applications and dashboards, datasets, code and libraries, AI models and documentation. These assets can be 

utilised by different EPES stakeholders. All of them are planned to be published to AIoD catalogue, while 

several services amongst them will be onboarded as docker container-based pipelines to AIoD Experiments 

platform accompanied by the proper protobuf (Google, 2022) configuration as required by the platform for 

interoperability purposes. By publishing assets to AIoD catalogue and onboarding services to AIoD 

Experiments platform, more interested stakeholders can access them through the Single Sign On (SSO) 

mechanism of AIoD, which controls the identity of the users as well as their rights to the assets. 

5. DISCUSSION  

I-NERGY RA is the architecture of I-NERGY Big Data platform that provides energy analytics services and 

applications (static and near real-time) to the entire energy value chain, serving a variety of energy 

stakeholders. To this end, it gathers data from a number of different and heterogeneous data sources and then 

these data are preprocessed, harmonized according to a common data model, and stored to I-NERGY data 

storage. On top of that, different AI models and services are being developed utilizing an AI models’ training 

suite, for training, evaluation, serving and storage of the models. Developed services, applications and other 
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assets are available through both the I-NERGY and AIoD platforms. The usage of assets is protected by an 

Identity and Access Control Management component. All components of the presented architecture are 

deployed on EGI-ACE cloud, that offers storage and computational resources, such as CPUs and GPUs. The 

proposed architecture fulfills all the requirements presented in section 3, as illustrated also in section 4 that 

presents the architecture and provides a brief description of the most important components and services  

of I-NERGY platform. 

Compared to other well-known big data architectures, both energy domain related and general-purpose 

ones, I-NERGY RA addresses the entire big data value chain, from data ingestion and governance to AI 

models and end-users’ energy analytics services. It also proposes specific open-source technologies for each 

functionality instead of generic description of functionalities without related technologies and 

implementation details. On the other hand, IDS-RAM and GAIA-X RAs focus mostly on data exchange, 

sovereignty and transparency, neglecting other crucial functionalities of the big data value chain. Similarly, 

BRIDGE and BD4NRG RAs focus on smart grid applications of Big Data, without proposing specific 

technologies for addressing each layer of functionalities. Last but not least, contrary to the other  

RAs I-NERGY RA takes advantage of AIoD platform for knowledge transfer and sharing. 

Regarding MATRYCS RA, it is the most similar RA to I-NERGY, as it provides components that cover 

the entire big data value chain, alongside the underlying technologies for each component. However, it does 

not cover all the requirements of I-NERGY project. For instance, MATRYCS, does not take into 

consideration AIoD platform, while neither transfer learning nor online learning issues are addressed. 

6. CONCLUSION AND FUTURE OUTLOOK 

In this paper, I-NERGY Big Data RA for the energy domain is presented, alongside the most important use 

cases and requirements that have been elicited and addressed by the architecture in question. Additionally,  

I-NERGY-RA is compared with other well-known big data RAs (both general purpose and energy specific) 

demonstrating the excellence of I-NERGY RA with respect to i) consideration of the entire energy  

value-chain compared to general purpose big data architectures that focus on data sharing, ii) proposition of 

specific open source technologies instead of generic high-level components and iii) consideration and 

addressing of  novel AI concepts such as transfer learning and online learning. 

Regarding, future extensions of the proposed RA, they include the validation of the entire platform by 

different energy stakeholders and the elicitation of new requirements for improvements. Finally, compliance 

with GAIA-X and IDSA will be further examined to facilitate efficient and effective data sharing among 

different organizations. 
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ABSTRACT 

In the Internet of Things, various terms are used to describe smart environments. These include Smart City, Smart Home, 

Smart Grid, Smart Industry and many more. However, they are often missing concrete definitions, which makes their use 

seem indiscriminate. The problem of horizontal integration describes that the different smart environments of the Internet 

of Things need to be brought together in order to gain a common advantage. But because we use a great abundance of 

terms describing smart environments, achieving horizontal integration between all of them seems almost impossible. 

Fortunately, the terms used for smart environments are often redundant, making the problem of horizontal integration 

more manageable. This theoretical study gives an overview of the current state of horizontal integration in smart 

environments. Its most well-known solutions and projects are presented and common problems of those solutions are 

discussed. After that, a new term is described based on the technological foundations prevalent in the smart environments 

in question. This term is Smart X and will be explained with some examples. Smart X as a concept is supposed to reduce 

the complexity of horizontal integration that arises from the inflationary vocabulary of smart environments that is 

currently used. Finally, further problems with existing projects and possible solution pathways are discussed. 

KEYWORDS 

Internet of Things, Horizontal Integration, Interoperability, Smart X, Smart Home, Smart City 

1. INTRODUCTION 

In recent years, the Internet of Things (IoT) has become a buzzword that extends into most areas of 

information technology. It consists of a wide variety of smart environments that are responsible for 

automating processes in their respective areas of application and are intended to make life and work easier 

for their users. New smart environments are constantly appearing in the literature, such as Smart City, Smart 

Home, Smart Grid, Smart Infrastructure, Smart Health and many, many more. A firm definition of these 

environments is often not given and smart mostly serves as a buzzword for modern communication systems. 

To better address the technological realities of our smart lives, we need a new way to talk about our 

connected world. 

There is plenty of reason for this, as the economic impact of the IoT is immense, with the most significant 

areas in manufacturing and health care (Al-Fuqaha et al., 2015). Despite this, it is mostly impossible to share 

data efficiently between different smart environments, which poses a market risk, according to  

(Manyika et al., 2015). New technologies such as Thread are already trying to solve interoperability problems 

in their respective application areas, but are not able to cover them for the entire IoT domain. 

This lack of interoperability is noticeable in various ways because end users are often confronted with 

multiple smart environments. For example, a lot of information is collected and processed in the Smart 

Home. Furthermore, municipal utilities are equipped with smart energy networks that enable more efficient 

use of resources. And last but not least, more and more Smart City initiatives exist, offering various functions 

for their residents. What is meant by “lack of interoperability” here is that there are no uniform interfaces 

between these environments and information is not aggregated. 

This paper presents several options from the literature to address this lack of interoperability. It is also 

shown that the terms currently used to describe smart environments are inadequate to address the 

technological issues that arise with horizontal integration. A new term - Smart X - is elaborated to focus the 
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discussion on the technological realities. Finally, some of the previously mentioned problems are identified 

and briefly discussed. 

Smart X has one primary purpose: to reduce the complexity of horizontal integration. In the course of this 

theoretical study, a variety of smart environments will be highlighted. Connecting them for a common benefit 

is known as horizontal integration (Al-Fuqaha et al., 2015) and is a significant task due to the currently vast 

number of terms used in the literature. Smart X represents a subset of the terms used in the literature, which 

is limited to the main technological differences of each smart environment. The vocabulary currently used, 

which is partly redundant, mainly creates the impression that connecting all subsets of the IoT is an 

unattainable goal. Horizontal integration of the subsets of Smart X, on the other hand, seems more 

achievable. 

2. RELATED WORKS 

Interoperability of smart environments is a big problem of IoT and the process of connecting them is known 

as horizontal integration (Al-Fuqaha et al., 2015). This circumstance has developed because the requirements 

for the application areas of IoT differ significantly. For example, different promises are made regarding 

reliability, latency, jitter, and bandwidth (Qin et al., 2014), which is reflected in the respective protocols. 

Dave et al. describe in (Dave et al., 2020) that this interoperability is noticeable on different abstraction 

levels. It is shown that not only different protocols are problematic, but also the use of different network 

layers, platforms, and syntactic and semantic differences. 

Technologically, this results in a variety of smart environments, which are mostly disconnected from each 

other. In the literature, these are often referred to as vertices or vertical markets, whose horizontal integration 

is a major problem (Filipponi et al., 2010; Prazeres and Serrano, 2016; Noura, Atiquzzaman and Gaedke, 

2019). How these vertices are defined depends on the consideration of the respective authors. An overview 

can be seen in Table 1, although for some publications, the categorizations were adjusted. For example, a 

search for “smart” in (Stübinger and Schneider, 2020) yields 559 hits, but a generalization was also made 

within the publication itself, which is reflected in Table 1. Also, very similar categories were renamed. In 

other cases, single terms such as Smart Garden in (Noura, Atiquzzaman and Gaedke, 2019), which were used 

only once throughout the reviewed literature, have been omitted. 

Table 1. Overview of different verticals mentioned in the literature 

 (Al-Fuqaha 

et al., 2015) 
(Noura, 

Atiquzzaman and 

Gaedke, 2019) 

(Stübinger and 

Schneider, 2020) 

(Hui, Sherratt 

and Sánchez, 

2017) 

(Marksteiner 

et al., 2015) 

(Sidorov et al., 

2019) 

Home ✗ ✗  ✗ ✗ ✗ 
City  ✗ ✗ ✗ ✗ ✗ 
Health ✗ ✗ ✗ ✗  ✗ 

Grid/Energy ✗ ✗  ✗ ✗ ✗ 

Vehicles ✗      

Industry ✗ ✗  ✗   

School ✗      

Infrastructure ✗  ✗    

Transportation ✗ ✗   ✗ ✗ 

Sustainability   ✗    

Economy ✗  ✗    

Agriculture ✗      

Technology   ✗    

Office/ 

Buildings 

   ✗  ✗ 

Production     ✗ ✗ 

Factory    ✗  ✗ 
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The sources used for Table 1 are mainly works that deal directly with horizontal integration (Al-Fuqaha et 

al., 2015; Noura, Atiquzzaman and Gaedke, 2019) or other literature that each provides overviews of the IoT 

and enabling technologies (Marksteiner et al., 2015; Stübinger and Schneider, 2020). Furthermore, in the 

case of (Sidorov et al., 2019), a paper was used that provides a broad overview of technologies of the IoT 

despite its focus on the project presented in it. Also, the available sources were selected because they each 

deal with a variety of smart environments. In this way, an overview that addresses a large number of terms 

used in the literature can be provided. 

In addition to the categorization of Table 1, other possible classifications exist. For example, (Filipponi  

et al., 2010) uses a generalized representation of smart environments, where infrastructure and shopping are 

grouped as smart city space, home and office as smart indoor space. Marksteiner et al. also sees the above 

environments as parts of the Smart City (Marksteiner et al., 2017). Another category is smart personal 

spaces, which includes vehicles and presumably other technologies such as smartphones. Also, a variety of 

proposals exist to enable horizontal integration between the aforementioned vertices (Filipponi et al., 2010; 

Collina, Corazza and Vanelli-Coralli, 2012; Qin et al., 2014). 

It is evident that there is to be a vast number of smart environments for which horizontal integration is 

desirable. The industry already combines Smart Grid functions with those of Smart Industry, so certain 

processes are only carried out when electricity prices are favorable. However, a stricter coupling to the power 

grid can also be useful for private individuals (Komninos, Philippou and Pitsillides, 2014). In corporate 

building automation, complicated and expensive solutions are met with acceptance if a financial incentive is 

present. This is particularly the case if installation and maintenance can be outsourced to external experts. 

In the consumer market, however, solutions must be developed that are easy to implement and bring clear 

advantages. A complex configuration of gateways between each environment is only reasonable for very few 

end users. In addition, the number of environments to be linked seems so enormous that complete horizontal 

integration hardly seems possible. However, one thing the definition of Smart X in Section 3 is meant to 

show is that many existing smart environment definitions are essentially redundant and that the problem of 

horizontal integration might in fact be simpler than one thinks at first glance. 

In the following, some approaches and projects are presented that deal with the topic of horizontal 

integration. Most of them use the MQTT protocol as the underlying technology, but there are also projects 

that propose more complex architectures. The present distinction is mainly based on the importance of 

MQTT in the proposed solutions. 

2.1 MQTT Based Approaches 

MQTT is a well-known publish-subscribe protocol for machine to machine (M2M) communication that is 

applied in many IoT architectures (Collina, Corazza and Vanelli-Coralli, 2012; Prazeres and Serrano, 2016; 

Gavrila et al., 2018; Dave et al., 2020). Information processing is organized around so-called topics to which 

clients subscribe and on which information can be published. It is particularly suitable for use in IoT systems 

and smart environments due to its low resource requirements and broad support. For these reasons, MQTT is 

the focus of many researchers studying horizontal integration. 

In (Collina, Corazza and Vanelli-Coralli, 2012) two different concepts are combined: On the one hand, 

MQTT as a publish-subscribe protocol for energy-efficient M2M communication, and furthermore REST as 

a component of the Web of Things. The so-called QEST broker developed here thus makes it possible to 

provide REST resources as MQTT topics. This approach connects the concepts of the Web of Things with 

that of the Internet of Things and provides their resources in a unified way. The Ponte project  

(Dave et al., 2020) builds on QEST and extends it, among other things, with a CoAP interface. 

2.2 Architecture Approaches 

The area of the IoT is also characterized by the large number of technologies used, which can be seen just by 

looking at the Smart Home and the large number of wireless standards used there. For this reason, the more 

abstract approaches based on MQTT are always dependent on gateways taking over the translation into 

suitable formats and protocols. Complicated mesh network structures, as for example with ZigBee  

(Ondrej et al. 2006), are hidden from the higher layers of the MQTT service by these gateways. 
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The project SOFIA (Filipponi et al., 2010) proposes an architecture that loosely couples various 

producers and consumers of messages in so-called smart spaces. These producers and consumers are called 

knowledge processors, which in turn publish their information on, and consume information from, several 

interconnected publish-subscribe services - semantic information brokers - respectively. In this approach, 

applications each implement knowledge processors with which they can access the network of semantic 

information brokers. 

A similar concept is that of the self-organized Fog of Things (FoT) (Prazeres and Serrano, 2016). Here, 

much of the information processing is shifted to the boundaries of the network to the FoT gateways, which 

receive it from sensors - the FoT devices. These gateways are also responsible for translating between 

different protocols and technologies or have advanced functionalities such as persistent storage of data  

(FoT servers). Again, MQTT-based Message Oriented Middleware is used for the connections of the devices. 

Some approaches focus directly on the physical layer. One possibility here is the use of software-defined 

radios (SDR), as Gavrila et al. show in (Gavrila et al., 2018). Here, the authors developed an SDR gateway 

that supports various wireless protocols using a Universal Software Radio Peripheral. A similar project has 

also been developed by Lin et al. (Lin et al., 2013). 

3. SMART X 

In Table 1 different verticals are presented and ordered by the literature in which the corresponding terms are 

used. It should be emphasized here that depending on the literature used, authors come to very different 

conclusions regarding the respective categories. Although the research deals intensely with smart 

environments, it is apparently not possible to find a uniform vocabulary for it. The concrete problems that 

lead to this circumstance include the following: 

• Depending on the nature of the underlying work, the interpretation of smart environments may vary. 

For example, a broad literature review by Stübinger and Schneider comes up with different keywords than 

one would have expected from a purely technological interpretation (Stübinger and Schneider, 2020). 

Technical surveys, on the other hand, usually map a variety of verticals (Al-Fuqaha et al., 2015; Noura, 

Atiquzzaman and Gaedke, 2019; Stübinger and Schneider, 2020). 

• The choice of and focus on the level of abstraction is also relevant to the interpretation of the 

verticals. In (Collina, Corazza and Vanelli-Coralli, 2012) and (Dave et al., 2020), which present the MQTT 

solutions presented above, the terms of Table 1 are not mentioned at all. Instead of smart environments, they 

are using the term smart objects here. Similarly, this is also the case in the work of Gavrila et al., which in a 

sense deals with the other extreme of levels of abstraction: Here, too, the terms do not occur  

(Gavrila et al., 2018). 

In order to deal with this circumstance, we propose to define a new term that does justice to the technical 

perspective. This term is Smart X and is based on the different technologies used in the respective smart 

environments or verticals. Smart X is thus a smart environment that is technologically distinct from other 

smart environments (Smart Xs). Horizontal integration between different Smart Xs is still a major problem 

(Noura, Atiquzzaman and Gaedke, 2019). However, a unified vocabulary here is intended to sharpen the 

problem definition and help overcome the boundaries of different Smart Xs. Some examples of this concept 

are discussed below. 

3.1 Smart Home 

First of all, the term Smart Home describes a network of sensors and actuators designed to assist its 

occupants in their daily lives (Bugeja, Jacobsso and Davidsson, 2016). They further target a user base that 

does not necessarily have sufficient technical skills to set up complicated home networks, which has 

implications on their design. For this reason, usability is a key factor when it comes to selecting a system for 

one's Smart Home. Other factors include security, privacy and, in particular, acquisition costs, since Smart 

Home devices are typically not critical services (Hui, Sherratt and Sánchez, 2017). 

Due to their availability and user familiarity, protocols such as WiFi and Bluetooth are sometimes used 

for home automation. However, they involve considerable computational overhead, which makes them 

unsuitable for battery-powered devices. This problem is solved by technologies such as ZigBee, Z-Wave and 
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Homematic. Since the transmission power of especially the battery-powered devices is usually weaker and 

collision-avoidance methods would also mean a higher overhead, the respective networks are mostly 

organized as a mesh (Ondrej et al. 2006; Ondrej et al. 2006). Wired systems such as KNX on the other hand 

are very rarely used in homes due to their installation costs. 

A requirement that arises of using specialized Smart Home protocols is that certain gateways must be 

used for interacting with the network. These are usually provided by the suppliers of the respective devices. 

However, community solutions such as Home Assistant (https://www.home-assistant.io/) or OpenHAB 

(https://www.openhab.org/) can also be used with adapters for the respective protocols. The use of Thread 

and Matter should make it easier to integrate Smart Home devices into IPv6 networks in the future  

(Unwala, Taqviand and Lu, 2018). 

3.2 Smart Grid 

The Smart Grid is closely related to the Smart Home because of the locality of data collection and 

communication. However, the interaction between these two Smart X often does not extend beyond the 

boundaries of the energy grid. Komninos, Philippou and Pitsillides show in (Komninos, Philippou and 

Pitsillides, 2014) several reasons why closer collaboration between Smart Home and Smart Grid is beneficial. 

Mainly discussed in the literature are the potential electricity savings (Hui, Sherratt and Sánchez, 2017). 

Among the technologies most often discussed are 5G, Narrowband IoT (Neagu and Hamouda, 2016) and 

WiMAX (Neagu and Hamouda, 2016; Marksteiner et al., 2017). However, the standardization of this Smart 

X is mainly through government specifications (U.S. Department of Commerce, 2020). 

Since power grids are critical infrastructure, there is also interest from the government in securing and 

defining the Smart Grid. The National Institute of Standards (NIST) has launched an initiative to drive 

forward the standardization of Smart Grids. Among other things, it describes criteria by which industry 

standards will be considered for use in Smart Grids and a list of standards that meet those criteria. Some of 

the better-known protocols include MODBUS, BACnet, and DNP3. This detailed elaboration serves as the 

basis for the definition of this Smart X. 

3.3 Smart City 

In the literature, Smart City is often understood as a superset in which many other smart environments can be 

found (Marksteiner et al., 2017; Stübinger and Schneider, 2020). However, it is so differentiated from other 

smart environments by the requirements placed in and the technologies used by it that it is understood to be a 

Smart X in this paper. For example, Smart Cities often use wireless technologies that enable information 

exchange over many kilometers (Sidorov et al., 2019). Battery-powered devices are also used in some cases, 

which require low power consumption. One example is sensors that check soil moisture near urban greening 

to enable more efficient irrigation. 

Relevant technologies that enable energy-efficient communication over many square kilometers include 

Narrowband IoT, LoRa and SigFox, which belong to LPWANs. Unlike Smart Home networks, here end 

devices connect to public base stations. In LoRaWAN, for example, high availability is ensured since 

messages can be received from several base stations. 

While technologies such as ZigBee, Bluetooth and WiFi are also discussed as Smart City technologies in 

some publications (Jaloudi, 2015; Jawhar, Mohamed and Al-Jaroodi, 2018), they are not generally suitable 

for Smart City deployment due to high installation costs and short radio distance (Mekki et al., 2018; Sidorov 

et al., 2019). A concrete example of Smart City implementation is the Datenplatform Darmstadt 

(https://datenplattform.darmstadt.de), which can be used to query various information such as traffic status 

and particulate matter levels, and to track Corona infection events. In related publications such as  

(Poppe, 2021), 5G and LoRaWAN are mentioned as concrete technologies, but also WiFi as hotspots for 

citizens. 
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3.4 Further Smart X 

This paper considers only the three mentioned Smart Xs in detail. However, a larger number of other Smart 

Xs is conceivable, which are defined by their technologies. Examples of these are partly given in Table 1.  

It should be noted, however, that these environments found in the literature do not have to be technologically 

delimited at all, and thus do not represent Smart X. It is likely that similar technologies will be used for Smart 

Industry, Building, Office, and School. In this sense, Smart X is intended to serve much more as a basis for 

discussion than as a fixed definition of already mentioned smart environments. 

A specific example of the redundant categorization as a smart environment is the Smart Garden 

mentioned in (Noura, Atiquzzaman and Gaedke, 2019). Among others, ZigBee (Al-Ali et al., 2015) and  

WiFi (Hadi et al., 2020) can be used here, which are technologies that focus on the Smart Home domain. In 

addition to the work mentioned above, sensors for monitoring soil moisture and actuators for automated 

irrigation based on Smart Home technologies are now also available for end users. So from this perspective, 

Smart Garden is no additional Smart X, as it is not technologically different from the Smart X of Smart 

Home. Based on this information, Smart Garden is essentially the same as Smart Home. 

This paper aims to introduce the term Smart X and to show examples of its usage. However, classifying 

the various terms shown in Table 1 into different Smart X will require further quantitative literature research. 

4. FURTHER PROBLEMS AND PROPOSED SOLUTIONS 

In Section 2, some projects have already been presented that offer solutions to the problem of horizontal 

integration. However, how existing technologies can be integrated into these solutions is often not 

considered. Underlying architectures, protocols, and management entities often do not allow for easy 

information exchange. Specifically, to the best of the author's knowledge, there is no architecture for 

gateways that can interconnect a large number of different Smart Xs. 

Designing a gateway for a multitude of different Smart X is difficult because the respective technologies 

make certain tradeoffs due to their requirements (Qin et al., 2014) and representing this in a uniform system 

is presumably very complex. In environments with many battery-operated devices, it may not be possible to 

guarantee that telegrams reach their destination since acknowledgments are not defined in the respective 

protocol. Also, various network properties such as jitter, latency and reliability must be taken into account by 

a unified system. If information such as temperatures is made retrievable beyond the original publishing as in 

(Collina, Corazza and Vanelli-Coralli, 2012), expiration dates must also be considered. A careful 

examination of these properties and more must be the content of further work addressing the problem of 

horizontal integration. 

In addition to the uniform representation of semantic information such as the coding of temperature or 

wind speed, it must also be known which devices can in principle be represented in IoT systems. Similar 

concepts are already used in ZigBee (Ondrej et al. 2006) and Bluetooth, where devices have a type that 

determines their role in the network. Again, a detailed definition of all possible devices in IoT applications is 

a tremendous task, but relevant to enable horizontal integration across Smart Xs. This can also be seen as a 

concretization of various concepts such as semantic information brokers (Filipponi et al., 2010)  

or FoT devices (Prazeres and Serrano, 2016), as these do not yet define tasks or device classes themselves. 

However, the possible solution to the problem of horizontal integration must also adhere to certain quality 

parameters. For example, such systems are expected to be responsive enough for their tasks. Therefore, it is 

most likely necessary to have a decentralized architecture so that certain tasks can also be processed locally 

and at short notice. However, similar to blockchain concepts, it should be ensured in the long term that the 

overall system approaches a consistent state. 

Last but not least, user privacy rights must also be taken into account in a unified system. According to 

(Hui, Sherratt and Sánchez, 2017), the Smart Home is the best opportunity for the Smart City to obtain 

personal information about its users. On the one hand, this personal information is of great value to other 

smart environments, but for the same reason, it does not necessarily want to be shared by the user. An 

attacker who can derive from Smart Home information, whether a user is at home or not, can generate great 

value for criminal their activity. However, for example, while an attacker might be able to derive certain 

information from a users Smart Home, it might still be advantageous to offer some of that information to the 
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smart city's public transport system in case the user arrives late at the bus stop. A rights and privacy system 

must therefore be created that only allows certain parties access to sensitive information. Side channel attacks 

should also be considered in this context. An example of this could be that a Smart Home that does not 

transmit any information indicates that the user is not currently present. 

Another special case is when information obtained in a smart environment does not belong to the actual 

user of the environment. This is the case, for example, when the landlord or municipal utilities read a tenant's 

consumption values to determine the electricity and heating costs. Here, too, a rights system must determine 

whether a user should still have access to consumption information. 

5. CONCLUSION 

This paper introduced Smart X: A description for different smart environments that are technologically 

distinct from each other. Previously used terms for smart environments were mostly historical and defining 

them precisely is difficult or even impossible. Therefore, the proposal was made to use a concept instead, 

which is aligned with the technological realities of smart environments. This refers to Smart X, which has 

been explained in this paper using three examples: Smart Home, Smart Grid and Smart City. 

Also, various architectures were presented from the literature to solve problems in IoT systems, 

particularly horizontal integration. These are mostly based on MQTT and function as middleware for 

exchanging information from sensors and sending instructions to actuators. Although the presented proposals 

are quite relevant for unifying the IoT, they do not address the technological specificities of the underlying 

systems enough. Furthermore, issues such as privacy, information ownership, and semantics of information 

are often not addressed. 

Smart X offers the possibility of reducing the complexity of the horizontal integration of a wide variety of 

smart environments. This is made possible by the fact that many smart environments can be grouped together 

by taking a technological view, since similar technologies characterize them. Horizontal integration of the 

remaining Smart X is thus a more manageable task than that of the more arbitrary smart environments 

mentioned in the literature. We hope that, on the basis of Smart X, the discussion will be further aligned with 

the technological foundations of such systems in the future. 
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ABSTRACT 

Due to the rapid development of Internet of Things (IoT) technology during the last decade, there has been recorded a 

significant growth in the size of data collected by data warehouses, especially on the ones connected to sensors and meters 

on the energy sector. Querying such data, gathered by heterogeneous data sources is a complicated task in terms of space 

allocation, scalability, and integration. Big data analytics methods try to address the problem of querying big data by 

bringing together different data sources of different formats with a high level of abstraction. This paper presents a query 

engine that, on the one hand addresses the problem of querying big data stored on different and heterogeneous databases 

and on the other hand, simplifies the steps needed by the user for defining and executing queries on the aforementioned 

databases through an intuitive and easy to use interface, so as to facilitate high level analytical services. Particular attention 

is given to securing the tool by employing access resource management thus preventing unauthorized users from accessing 

the requested resources.   

KEYWORDS 

Big Data Querying, Big Data Analytics, Energy Sector, Federated Querying 

1. INTRODUCTION 

With the exponential growth of networking capabilities, there has been noticed a rapid growth in the volume 

of data collected in databases, gathering data from various sources on the energy sector such as energy 

consumption data (Mohammed et al., 2019). Traditional databases fail to scale up to the huge volumes of data 

collected, thus, making querying a complex and inefficient task (Nadikattu, 2020). Data warehouses try to 

bridge the gap by using multidimensional models to effectively represent the data they store. Still, with the 

evolution of IoT they fail to respond to the massive volumes of collected data on the energy sector, thus 

introducing difficulties in efficient storing, preprocessing, and querying (Marinakis & Doukas, 2018). Data 

lakes have been proposed as they maintain heterogenous data sets in their original format. They aim at 

providing scalable and flexible knowledge discovery and querying. Moreover, they reduce the cost of storing 

and integrating data. However, serious complexity is introduced during query execution (Endris et al., 2019).  

In this context, big data analytics methods allow efficient querying of heterogeneous data sources. 

According to (Zhang et al., 2017) big data is characterized by its variety, velocity, volume, value and veracity 

(5V’s of big data). Variety indicates that data comes from different sources and can be structured,  

semi-structured and unstructured. Volume indicates that the size of data is growing rapidly and is not easily 

manageable. Velocity indicates that big data can be used as streams to maximize its value. Veracity indicates 

that not all data on such high volume is going to be clean, hence the accuracy of data analysis is going to be 

affected. Value indicates that acquired data should be useful for knowledge mining and providing user related 

services, as investing in big data technologies comes at a high cost for interested companies.  

One sector that can be highly benefited from big data analytics technologies is the energy sector. This is 

because recent developments in the energy domain such as smart grids and buildings result to the generation 

of vast amounts of data, that cannot be easily analyzed without big data analytics technologies and techniques. 

Of course, several energy companies are already benefitted from big data analytics, however there is still 

significant potential for novel services based on big data analytics and artificial intelligence (AI) and for 
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improving already developed use cases (Chui et al., n.d.). To this end, there is a variety of projects that aim to 

unlock the full potential of big data analytics for the energy domain. This is done by private businesses 

internally, as well as globally by facilitating data sharing combining different data sources, instead of siloed 

approaches that are followed within a single organization. For instance, the I-NERGY project  

(Karakolis, et al., 2022) aims to unlock the full potential of AI on the energy sector through innovative services 

such as anomaly detection in smart buildings (Karakolis, et al., 2022), as well as electrical load forecasting  

(Pelekis et al., 2022), that cover the full energy value chain. Moreover, the MATRYCS project  

(MATRYCS, 2022) provides holistic energy services in smart buildings using big data. Also, BD4NRG project 

(BD4NRG, 2022) aims to establish new market opportunities in the energy sector using big data. 

Such projects are huge and complicated, providing different and independent services on top of different 

and heterogeneous datasets gathered from different data sources and technologies. To derive value from these 

datasets, efficient querying technologies are required one the one hand, and on the other hand, combination of 

different and heterogeneous datasets should be made feasible. Moreover, querying is mostly related to 

programmers and data scientists, however energy domain experts can pose more relevant energy related queries 

as they are more familiar with this domain. In this context, an intuitive interface for creating and executing 

queries against the provided databases, without writing any SQL code is highly appreciated by domain experts. 

To deal with the huge volumes of data stored in data warehouses and assist data analysts and customers to 

extract useful and meaningful data, several query engine services and applications have been developed. 

However, they pose several limitations including ones related to compatibility with different technologies, 

security and access control management, efficiency and performance. 

In this context, the research at hand presents the BD4NRG Query Engine application. This component is 

responsible for allowing its users explore, combine and express complex queries without any prior knowledge 

of any programming language, as well as executing these queries in an efficient manner, facilitating the 

execution of complex queries that combine different datasets from different and heterogeneous data sources 

and technologies including data streams alongside acceptable response time. This component can also be used 

by other applications through APIs as well as through direct connections to the main querying technology, to 

facilitate several data analytics applications with the requested data. It is worth mentioning that on top of these 

functionalities a security and access control management component has been employed to make sure that 

users have access only to data that are authorised to. 

2. BACKGROUND AND RELATED WORK 

According to (Mohammed et al., 2019) the challenges on big data querying are the following: Streaming of 

large-scale data from IoT, as the huge volumes of data during data acquisition phase makes it difficult to decide 

which data must be discarded and which to maintain. The data heterogeneity, as most data sources do not 

follow a structured format, thus, transforming a data source of unstructured format to structured is a major 

challenge. Pre-processing, cleaning and analyzing data is a complex task both due to scalability and complexity 

of data to be analyzed. Also, data storage and space allocation should be optimized. Security and privacy 

concerns are becoming extremely important for large scale integration and deployment of the IoT. Finally, 

visualizing querying results is very challenging as domain experts should be able to easily extract useful 

knowledge in a straightforward manner (Agrawal et al., 2015). This paper focuses mostly on big data querying. 

Of course, a big data querying component should comply to certain functional and non-functional 

requirements as recognized in literature (Bohlouli et al., 2013). Some of the functional requirements include: 

Integration: the query engine must be capable of being connected and fetching data from different data 

sources. This is because complex big data systems process data from different data sources that are not always 

stored in the same storage or database. There is a wide variety of SQL and NoSQL database technologies and 

each one focuses on different aspects, including general purpose big data databases focusing on performance 

(e.g. MongoDB (MongoDB, 2022)), timeseries databases (e.g. InfluxDB (influxdata, 2022)) for efficient 

timeseries operations, and conventional SQL ones for typical Online Transaction Processing (OLTP), as well 

as data lakes. 

Statistical analysis: the query engine must be capable of performing simple and complex analysis like 

calculating statistics on aggregated data and providing Online Analytical Processing (OLAP) capabilities. 
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Exploration: the query engine should provide visual analytics for interacting with data to extract useful 
knowledge. 

Decision support: the query engine should provide mechanisms for assisting decision making of 
stakeholders on both domain and non-domain decision problems. 

Non-functional requirements include: 
Scalability: the query engine should be able to handle large amounts of data. 
Near real time monitoring: near real time monitoring is necessary especially for streaming data. 
Resource efficiency: system resources should be utilized in an efficient way. 
In this context, there are several big data querying technologies that address some of the presented 

functional and non-functional requirements. For instance, Trino (Trino, 2022) is a powerful distributed SQL 
query engine that facilitates big data analytics applications, offering low latency analytics, great scaling 
capabilities, query federation, simplicity (ANSI SQL compliant), as well as compatibility with the most  
well-known databases. Presto (Presto, 2022) offers similar functionalities, as it is fast, reliable, scalable and 
compatible the most well-known databases. Although Presto is a well-established solution in the market and 
Trino was built on top of it, the latter poses a few advantages over Presto. Specifically, it provides higher level 
of versatility when querying traditional data sources, non-relational databases and columnar databases. 
Moreover, it provides options to save resources. On the other hand, Presto provides better performance for 
processing specific file formats like ORC. It also, provides a library within Spark (Apache Spark, n.d.) executor 
(pandio, 2021). Since there are clear advantages in each technology, the selection of one option should be done 
according to the requirements of the specific use case. In this work, Trino was selected, as a large number of 
different database technologies is used, while the advantages of Presto are not relevant to the specific work. 

In this context, several relevant query engine applications available in literature will be presented. 
Specifically, in (Linder et al., 2017) a big data system for collecting building data is presented. It depends on 
the notion of virtual objects. A virtual object is mapped to a real sensor through an ID by a specialized collector. 
A MySQL (Krogh, 2020) database is used to augment metadata with a virtual object and transmit it through 
Kafka (THEIN, 2014) messaging. Tokens are also used for securing data privacy. However, the research 
mentions that NoSQL (Atzeni et al., 2020) databases compromising between consistency, availability and 
partition tolerance and are not appropriate for acting at the storage level.  

Similarly, in (Pau et al., 2022) and (Alexakis et al., 2022) another big data system for querying analytics 
on buildings sector is analyzed. The first step is data preprocessing to remove incomplete or inaccurate data. 
The transmission layer uses a Kafka broker for transmitting data. Kafka messaging offers high throughput and 
latency, but it is inefficient for time-based aggregation on data streams. Data is then harmonized and projected 
onto a common data model. A MongoDB service acts as the enriched data warehouse that stores the processed 
data. On top of this warehouse the Presto query engine is used for querying different data sources.  

Besides SQL based query engines, several reasoning engines are presented in literature. They are based on 
semantic technologies to infer logical relations. Reasoning engine applications include the work of (Kapsalis 
et al., 2022) which presents a reasoning engine for smart building metadata management. The main technology 
that has been used is Neo4J graph database on top of RDF ontology data. Also (Anagnostopoulos et al., 2013) 
presented a reasoning engine for extracting qualitative temporal information using OWL language. 

It is worth mentioning that a common problem that Big Data Analytics query engines (and projects) face is 
the identity and access control management on different data sources. Specifically, when there are many data 
providers, involved, alongside multiple other users from different organisations and levels of expertise, access 
to the available datasets should be restricted based on the provider’s preferences. Hence, a user should have 
access only to resources he is authorised to. To this end, there are several technologies for identity and access 
control management such as FIWARE Keyrock (FIWARE, n.d.) and Keycloak (Keycloak, 2022), and several 
scientific publications addressing this aspect. For instance, (Kormpakis et al., 2022) present a framework for 
securing a visual analytics application for the energy sector, which enables only authorised access to energy 
related data, through Keycloak and role-based access control. 

3. THE PROPOSED SOLUTION 

In Figure 1 a high-level overview of the proposed big data architecture is presented focusing on the querying 

capabilities that BD4NRG Query Engine offers. It consists of several layers of functionalities, namely the data 

sources, the Data Storage, the Querying Component, the Querying and Analytics interfaces, alongside an 

Identity and Access Control Management layer and the main platform users. 

 

International Conferences e-Society 2023 and Mobile Learning 2023

113



 

Figure 1. BD4NRG query engine high-level architecture 

Specifically, the BD4NRG data sources include data from sensors and smart meters from both buildings 

and smart grids, weather related data including weather forecasts and actual weather measurements  

(e.g. temperature, humidity, wind speed), historical data of different kinds (e.g. fault incidents in smart grids) 

among others. All these data are pre-processed, curated, and harmonized to be stored to BD4NRG platform. 

These data are stored to one of the databases of the BD4NRG Data Storage layer. Specifically, continuous 

flows of streaming data are ingested to BD4NRG platform through Kafka message broker, using protocols like 

MQTT and AMQP. Moreover, other types of data are stored to the databases into batches. Afterwards, all these 

data are stored to the database technologies employed for this component. In particular, weather data is stored 

to a MongoDB database, data from smart buildings are stored to a PostgreSQL database, while data from smart 

grids are stored to Apache Druid. 

The BD4NRG Querying component is responsible for the execution of queries against the databases of 

the previous layer, and the combination of the available datasets. The main technology used in this component 

is Trino, a Big Data distributed Query Engine technology, which is an open-source, very efficient querying 

technology that can query exabytes of data and is used by some of the largest organizations in the world. Trino 

is able of connecting to all BD4NRG data sources, like the ones presented in the storage layer. Moreover, it 

allows query federation within a single query, and is compatible with the most well-known databases. Also, 

Trino enables queries to Kafka data streams, which is an important functionality for near real time analytics 

services. Also, it is ANSI SQL compliant and works with several well-known BI tools. It is worth mentioning 

that the BD4NRG Querying Component provides several APIs to execute queries on it. To this end, a Django 

web application has been developed to provide these APIs. Moreover, a PostgreSQL database has been 

employed to store dataset metadata. Several APIs of the Querying component are presented in Table 1. 

Table 1. Querying component REST APIs 

Description HTTP 

Method 

Endpoint URL Params Body 

1. Retrieve a list of the available datasets of the platform.  
For each dataset, some metadata are provided (e.g. title,  

a small description) 

GET /apis/get/datasources/ - - 

2. Retrieve a list of all the available variables from all  
datasets of the platform. 

GET /apis/get/variables/ - - 

3. Retrieve a list with all the variables  
that are included in a selected dataset. For each variable, 

some metadata are provided, such as its name, its dataset 

and its description. 

GET /apis/get/datasource/variable
s/ 

- 
 

{  
“catalog”: “druid”, 

“schema”: “druid”, 

“dataset”: “lsp01” 
} 

4. Add a new dataset to the list of available datasets. POST /api/get/{datasource_id}/ 

datasource/ 

- {  

“dataset”: “lsp01” 
} 
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The Querying and Analytics interfaces layer’s main goal is to assist users in exploring the available 

datasets, building, executing custom queries and performing exploratory analysis. This is done through several 

ways. First, an intuitive, user-friendly web interface has been developed to facilitate easy query creation and 

execution by non-IT-related users. To this end, the Query Engine UI communicates with the Querying 

component through APIs and directs users in defining the query step by step, selecting datasets, aggregations 

on the data tables, and the logical expressions that will be used for filtering the selected data. Furthermore, 

Apache Superset is employed to allow high level visualizations for all data sources connected to Trino. By 

using Superset, users are able of making visualizations for inferring statistics and further discovering relations 

between data. Last, JupyterHub has been employed to serve Jupyter notebooks to multiple users for facilitating 

the creation of custom services on the project assets. It is worth mentioning that many BD4NRG analytical 

services communicate with the BD4NRG Querying component through APIs to execute efficient and low 

latency federated queries. 

The identity and access control management component aims to manage resource access within the 

platform. Keyrock IdM is used for monitoring user access, roles and permissions on trusted applications. 

Keyrock Idm is an open-source identity management tool developed by FIWARE, that can register store and 

query identity data, with the purpose of providing and validating access tokens to users to authenticate them to 

trusted applications. Wilma PEP Proxy is a policy enforcement proxy server that validates the received access 

tokens with Keyrock IdM. The latter uses the OAuth 2.0 protocol for authorizing access of client users to the 

resources owned by a host user without knowing the host’s credential. By using this protocol an application 

can obtain limited access to a resource, on behalf of the resource owner by orchestrating an approval 

interaction. These components are used for securing the custom BD4NRG user interface, Apache Superset and 

JupyterHub. 

The most important users/stakeholders of the platform include among others several EPES stakeholders 

(electrical engineers, data scientists TSOs, DSOs etc.), investors, researchers and policy makers. 

4. INDICATIVE USE CASE 

A Greek island has hybrid power station of RES storage and a network of smart meters installed on the grid 

(e.g. in smart buildings). All sensors and smart meters are connected to BD4NRG platform through IoT 

technologies. A PostgreSQL database named “sensor_values” is used to store data from different kind of smart 

meters. Each row is identified by the sensor’s name and contains the average value of the sensor, the unit of 

measurement and the date of the measurement. A MongoDB named “sensor_weather” is used to store weather 

data including forecasts for wind speed, temperature, humidity and pressure along with the timestamp of the 

measurement. A building manager can use the web interface of BD4NRG Query Engine to query data to assess 

the average consumption of a building on different weather conditions. The course of action is the following: 

The user defines datasets and variables he intends to query: he first selects the datasets to be queried 

and afterwards the variables he is interested to view. He can also define aggregation for each field (e.g. MAX, 

AVERAGE, COUNT). In this use case, he selects a smart building dataset located on a Greek island, and 

afterwards selects to view all sensor values and measurements over time. So, he selects the mean column, 

which shows the measurement value, the statistic_id column, which indicates what is the measurement of a 

specific record (e.g. the total energy consumption of a building), the unit of measurement and the date of 

measurement (upper left section of Figure 2).  

The user combines the smart building data with weather data: he selects the weather dataset, along 

with the variables temperature, wind speed, air pressure and the time of the measurements which will be the 

field to join with the previous dataset and is common for both data sources (upper right section of Figure 2). 

The user intends to view only weather data for the place in which the buildings are located: so, he 

should define the filters that will be applied on the selected fields. Many kinds of operators are supported, 

 i.e he can select the temperature and define that it should be within a range. The user is also able to combine 

expressions using logical operators. Finally, he selects to filter by the place (bottom left section of Figure 2). 

The user inspects the created query, executes it, views and downloads the results. Once he has finished 

with the query, he can view the generated SQL, and execute the query. After a couple of seconds, he views the 

results which are downloadable to a csv file (bottom right section of Figure 2).  
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Of course, the Query Engine user interface enables many more functionalities such as data aggregations, 

group by and having statements, multiple joins and filters, limit, ordering and more. However, they will not be 

presented in the context of this publication. Superset and JupyterHub will not be presented either. 

 

 

Figure 2. BD4NRG query engine web interface 

5. DISCUSSION 

BD4NRG Query Engine is a state-of-the-art big data query engine that fulfills all the functional and  

non-functional requirements of a big data analytics querying component, as presented in section 2. Specifically, 

in terms of functional requirements, it fulfills the requirement for integration, as it is capable of connecting 

and retrieving data from different and heterogeneous data sources. Moreover, it enables statistical analysis 

(second functional requirement) since it facilitates the creation and efficient execution of aggregation queries 

and can be used for OLAP. Furthermore, it provides functionalities for exploration (3rd functional 

requirement) through its intuitive user interface, as well as through APIs and a visual analytics service such as 

Apache Superset, which facilitates further the data exploration though data visualisations and dashboards. Last 

but not least, the proposed technical solution assists decision support (4th functional requirement) through its 

intuitive user interface, as it helps users build and save their own queries and results, as well as through Apache 

Superset and its data visualisation, dashboard and reporting capabilities, and also through JupyterHub, which 

enables users create their own custom services, using the BD4NRG Query Engine. 

In terms of non-functional requirements, the proposed solution is highly scalable (1st non-functional 

requirement), as the main technology, that has been selected, is used by some of the largest organisations 

globally, and can query exabyte scale data lakes. Regarding the requirement for near real-time monitoring, 

the BD4NRG query engine enables not only near real-time monitoring but also near real-time querying, through 

queries to Kafka streams of data. Last, the proposed query engine is efficient in terms of resources  

(3rd requirement) as Trino is a highly parallel and distributed querying technology that facilitates efficient, low 

latency analytics queries. 

Of course, the proposed query engine goes beyond the aforementioned requirements, as it facilitates also 

queries to Kafka streams in near real-time data and query federation between different and heterogeneous data 

sources and technologies. Moreover, it facilitates easy query creation and execution by stakeholders that are 

not experienced with programming and SQL. Beyond the user interface, the proposed solution provides several 

capabilities for data visualisations and custom services creation by users. Last but not least, usage of BD4NRG 

Query Engine is protected through an Access Control and Identity Management service, that secures that a user 

can view only the resources for which he has permission to view. 
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Compared to other query engine applications, the proposed one not only focuses on efficient querying of 

the available resources, but also on the accompanying services for maximizing user profit by providing also an 

intuitive, user-friendly interface, visual analytics, and custom service creation capabilities. Moreover, it 

provides security and access control, as these attributes are extremely important on any big data platform.  

Last but not least, it enables near real-time queries to data streams.  

6. CONCLUSSION AND FUTURE OUTLOOK 

In the publication at hand, BD4NRG Query Engine application for big data analytics querying to energy related 

big data was presented. It is a big data querying service that fulfills the requirements of a state-of-the-art big 

data query engine as presented in literature and constitutes an end-to-end solution on big data querying, 

providing also visual analytics and custom service creation capabilities as well as an intuitive web interface. 

Regarding future extensions of this publication, they include the validation of the presented application on 

a production environment in terms of user experience, security and stress tests. To this end, also multi-node 

installations of the querying technologies will be examined. Future work will also employ metrics for 

benchmarking the time complexity for executing queries, along with the space utilization, to compare the 

proposed framework against similar approaches using alternative query engines. Moreover, the proposed 

solution is envisaged to be extended to support also queries against data sources that do not support SQL 

queries, such as graph databases and ontologies. Moreover, compatibility with IDSA data spaces will be 

examined to enable efficient and sovereign data sharing among different organisations (Á. Alonso et al., 2018). 
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ABSTRACT 

Power-to-Gas (P2G) is an emerging technology aiming to contribute towards addressing the climate change and 

environmental degradation. Yet, numerous factors need to be taken into consideration to for practical P2G applications. 

Digital Twins (DT) are used for simulation and optimization purposes, allowing investigation and prediction of their  

short-, medium- and long-term results. This paper presents a DT architecture, namely TwinP2G, that aims to couple the 

electrical power and natural gas sector by enabling multi-resolution simulations and optimization relating to the integration 

of P2G plants and regenerative hydrogen fuel cells (RHFC) in the power grid. The suggested solution is meant to be applied 

initially in the Greek energy system enabling data- and simulation-driven P2G and fuel cells optimal planning and  

techno-economic analyses. This piece of work concludes with future application plans and application development 

perspectives. 

KEYWORDS 

P2G, Digital Twin, Hydrogen, Sector Coupling, Natural Gas, Simulation, Optimization 

1. INTRODUCTION 

Climate change along with the growing population, the increase in electrical energy consumption and the 

depletion of resources have led to a large-scale deployment of Renewable Energy Sources (RES), increasing 

their energy share worldwide (Lewandowska-Bernat & Desideri, 2018). Numerous RES technologies have 

significantly progressed in technical and economic maturity over the past few decades. Yet, their fluctuating 

and intermittent nature raised concerns related to the balancing and capacity adequacy of an energy supply 

configuration relying mostly on RES (Varone & Ferrari, 2015). The necessity of increasing the flexibility of 

the existing bulk system has led researchers to investigate new methodologies to fully exploit the production 

of RES in the context of water pumping stations (Sarmas, Spiliotis, et al., 2022), supply to the energy system 

(Karakolis et al., 2022; Mazza et al., 2018) and so on.  

Towards that end, the P2G technology has arisen unveiling various possibilities. P2G uses renewable or 

excess electricity to produce hydrogen via water electrolysis (Robles et al., 2018). This hydrogen can be used 

directly as a final energy carrier for electricity, mobility (fuel cells powering electric vehicles) and heat, 

converted to methane, liquid fuels, or chemicals (Gahleitner, 2013) or even stored in fuel cells to be later 

reconverted into electricity. Thus, they would satisfy the need for long-term energy storage by converting it to 

other easily storable energy carriers, and at the same time reduce the load of the electricity grid by their 

controlled operation. 

Hydrogen offers a great variety of alternatives in its production, transportation, and distribution.  

Its multi-dimensional benefits triggered the development of multi-energy systems’ modelling approaches to 

assess the technical, economic, and system-level challenges of integrating hydrogen into the overall energy 

system (Fu et al., 2020). Terms such as HIGG (Hydrogen Injection into the Gas Grid) soon arose along with a 

variety of research, modelling and real-life demonstrator projects exploring the possibilities of Green Hydrogen 

(hydrogen produced by renewable excess) in conjunction with other energy systems 

 (ENTSO-G & ENTSO-E, 2018; Gondal, 2019; Quarton & Samsatli, 2018).  
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Over the past decades, several P2G plants have been developed (Quarton & Samsatli, 2018), numerous 

hydrogen demonstration projects have been funded (Diaz-Londono et al., 2020; Everywh2ere, 2022; H2Haul, 

2022), and several studies and research efforts have been documented, exploring green hydrogen’s potential 

and variations. P2G optimization and simulation techniques and models have been used in many scenarios over 

Europe. This paper aims to present the methodological approach towards developing a P2G digital twin (DT) 

in Greece with short-, medium- and long-term optimization goals and perspectives.    

This paper presents a conceptual DT architecture, namely called TwinP2G, aiming to promote hydrogen 

and accelerate the energy transition via P2G technologies. Section 2 presents a literature review aiming to shed 

light on the current state-of-the-art P2G approaches and methodologies, DTs, and relevant software. In Section 

3, the case study details, and application architecture are presented. Finally, Section 4 concludes with a 

discussion relating to the challenges of P2G and future steps related to the research objectives of this.  

2. LITERATURE REVIEW 

During the last few years many studies have focused on developing several optimization models for P2G 

applications (Quarton & Samsatli, 2018). Most of them develop complex optimization models, while others 

focus on simulation. With respect to optimization, the most widely used methods are Linear Programming (LP) 

(Dodds & Demoullin, 2013), Mixed Integer Linear Programming (MILP) (Almansoori & Shah, 2012) and 

Non-Linear Programming (NLP) (Clegg & Mancarella, 2016). Simulation, on the other hand, is the process of 

modeling a scenario and finding the outputs of a system based on a given set of inputs. Such models may run 

several different scenarios, as in the case of (Abeysekera et al., 2016) which provided a simulation method for 

gas networks with injection of upgraded biogas and hydrogen. Usually, simulation models are tightly linked 

with DTs. The selection of the objectives for P2G optimization problems is another interesting aspect. Although 

most of the developed models target towards minimizing the total operation costs, there are a few focusing on 

minimizing CO2 emissions (Mesfun et al., 2017) or even fuel consumption (Tabkhi et al., 2008). Moreover, 

the decisions supported by most of these models focus on long-term policy, proposing the degree of penetration 

of each technology per year or decade. A thorough techno-economic analysis of P2G scenarios is conducted in 

(Fambri et al., 2022). It seems that the existing state of the literature shows the urgent need for designing 

modern, data- or simulation- driven applications and models for assisting the successful penetration of P2G 

technologies. In this direction, the PLANET project  (Schröder et al., 2018) aimed to leverage energy 

conversion technologies for optimal grid planning towards full energy system decarbonization. Specifically, 

Diaz-Londono et. al develop a real-time platform for P2G integration in electrical distribution grids, enabling 

a quasi-automatic creation of case studies and using digital simulation technologies and proprietary software, 

such as eMEGASIM, RT-LAB, and Matlab / Simulink (Diaz-Londono et al., 2020). Although most studies 

have focused on the process of converting surplus renewable energy into hydrogen gas, the case of fuel cells 

should be considered as well. Fuel cells operate like a conventional storage system, differing in that they do 

not need recharging (Smith, 2000). Fuel cells can produce electricity if enough fuel is supplied, thus being one 

of the most promising storage solutions for the near future. The optimization models used in the case of fuel 

cells do not significantly differ from the aforementioned ones. Typical examples of exploited optimization 

models are multi-objective genetic algorithms (Ehyaei & Rosen, 2019) and multi-objective probabilistic 

analysis algorithms (Zhou et al., 2022), among others.  

With respect to DTs, they comprise digital representations of physical objects (processes, or services) which 

facilitate the planning, management, and optimization of complex and new activities (Batty, 2018). DTs are 

recently gaining significant popularity in the energy sector for purposes such as smart grid development, RES 

management, and distributed generation control (Borowski, 2021). It should be noted that a DT does not make 

any decisions by itself, but rather generates insights through post-processing that support decision making. As 

more and more data are becoming available through advancements in IoT devices and smart sensors, the 

combination of a physical object and its digital mapping in virtual space can be combined with big volumes of 

data to facilitate informed decision-making in the energy domain. A series of recent studies on DTs for  

energy-related topics is presented by (Onile et al., 2021). Some of the most recent studies include the 

development of a DT for hybrid renewable energy systems (Andryushkevich et al., 2019), a regression-based 

DT for university campus’ power supply (Francisco et al., 2020) and DT-based energy management systems 

(Brosinsky et al., 2018), (Zhou, Yan and Feng, 2019). Gerrard et al. (Gerard et al., 2022) focused on a  
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data-driven DT, for mitigating the uncertainties and risks associated with green hydrogen facilities design as 

an investment, which also calculates financial indicators (e.g., internal rate of return) through stochastic 

simulations using the Monte Carlo method.  

From a technical perspective, in the domain of P2G oriented optimal grid planning (simulation and 

optimization), several open-source tools are currently available and used within a multitude of related research 

studies. A rather extensive review of those tools can be found in the PyPSA whitepaper (Brown et al., 2017). 

Indicatively, open-source grid simulation tools include PyPSA, Pandapower (Thurner et al., 2018), 

MATPOWER (Zimmerman et al., 2011) and DPSIM (Mirz et al., 2019), while Pandapipes (Lohmeier et al., 

2020) can serve in creating coupled power and natural gas systems (Lu et al., 2021; Qadrdan, 2012). Several 

of them, such as PyPSA also include cost-based optimization capabilities usually leveraging optimization 

techniques and specifically tools such as Pyomo (Bynum et al., 2021). Some well-known solvers for linear 

programming are GLPK, CPLEX, and Gurobi (Meindl & Templ, 2014) and they can be used in these scenarios. 

Regarding macroscopical and long-term modelling and optimization, a variety of energy system modelling 

tools that are usually disconnected from optimal power flow analysis and are most linked with national energy 

planning strategies, are available. Linear programming remains the dominant optimization method within this 

scope of these applications, such as OseMosys (Howells et al., 2011) (written in GNU MathProg), Nemo 

 (SEI, 2020) (written in Julia), and EnergyPLAN EU (Lund et al., 2021) (written in Delphi Pascal). 

3. CASE STUDY AND APPLICATION ARCHITECTURE 

The proposed case study takes place in Greece in the context of the ENERSHARE (Enershare | The Energy 

Data Space for Europe, 2022) project funded by the EC and involves both the natural gas and electrical power 

national transmission and distribution networks managed by DESFA (Desfa, 2022 and IPTO (IPTO, 2022) 

respectively. The objective of the case study is to form a digital simulation and optimization platform, named 

TwinP2G, coupling the electricity transmission system with natural gas demands, leveraging a DT architecture 

that will enable multi-resolution simulations involving P2G technologies and regenerative hydrogen fuel cells 

(RHFC) (Pellow et al., 2015). TwinP2G will enable data- and simulation-driven P2G and RHFC optimal 

planning for using the RES surplus for green hydrogen production via electrolysis. 

3.1 High-Level Architecture 

The TwinP2G architecture is shown in Figure 1. A Platform-as-a-Service (PaaS) design is proposed. The 

architecture serves multiple user roles while it is composed of various subcomponents using a many  

state-of-the-art technologies that is further analyzed in the following sections. 
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Figure 1. The high-level architecture of TwinP2G 

3.1.1 Data Sources and Integration Process 

For developing a DT application, data integration is a core process. It enriches the local data warehouse with 

new datasets that in turn improve the results of its main functionalities, therefore leading to up-to-date forecasts 

and simulation scenarios. TwinP2G mainly employs integration mechanisms based on Data Connectors (IDSA 

Data Connector Report, 2022; Qarawlus et al., 2021), as established by International Data Spaces (IDSA) 

 (Otto et al., 2019) that will be further developed within the ENERSHARE project. In the conceptual 

architecture of Figure 1, TwinP2G receives data from IPTO (electrical power demand, RES generation,  

long-term grid planning, electrical grid topologies), DESFA (hourly / daily gas flows at entry and exit points, 

natural gas grid topologies) and other organizations (e.g. Eurostat, local and national grid topologies etc.) 

through Dataspace Connectors. Specifically, it acts as a data consumer, while the other organizations act as 

data providers. All the organizations involved need have a dataspace connector deployed in their infrastructure.  

Of course, traditional data ingestion methods are followed whenever the development of bidirectional Data 

Connectors is not feasible. 

3.1.2 Multi-Horizon Simulation and Optimization 

The Simulation core of the DT application involves physics- and data- driven simulation and optimization 

capabilities, allowing for extensive techno-economic analyses. In this context, the PyPSA open-source power 

system modelling tool is used as the short-term / mid-term simulation and optimization core of the DT. PyPSA 

can serve optimal power flow simulation based on network equations, security constraints and even least-cost 

(investment) optimization. Amongst the available models P2G and storage units with efficiency losses (suitable 

for RHFC) are of specific interest for the use case in question. Regarding multi-horizon dynamic investment 

optimization over several years (long-term projection), as PyPSA seems to have fallen behind, the OSeMOSYS 

open-source modelling system is selected, as it enables long-run integrated assessment and energy planning, 
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also suitable for crisis modelling (Karamaneas A. et al., 2022). From a mathematical perspective, OSeMOSYS 

is a deterministic, long-term modeling framework based on linear optimization (linear programming and 

mixed-integer linear programming). The “Simulation and Optimization” component processes historical time 

series of renewable generation and production alongside power and gas demands originating from the data 

warehouse. It also uses forecasts produced by the “Forecasting” component creating projections within an 

optimization horizon. Local grid topologies in Greece with envisaged investments for P2G components is the 

main field of study within the “Simulator and Optimization" component. Pandapipes will also be considered if 

gas pipeline simulation is deemed necessary through the progress of the use case. With respect to optimization 

objectives, the following will be investigated in terms of optimal capacity and location: electrolysers 

 (ENTSO-E, 2022), fuel cells, methanation reactors and hydrogen buffers (storage). 

3.1.3 Forecasting 

The forecasting component of TwinP2G is an MLOps (Sridhar et al., 2021) framework that has been developed 

within the I-NERGY H2020 project (Karakolis et al., 2022). The toolkit is based on a machine learning pipeline 

written in Python programming language that enables experimentation and evaluation of various machine 

learning and deep learning algorithms, such as XGBoost, Random Forest, NBEATS, Temporal Convolutional 

Networks (TCN) and Long Short-Term Memory (LSTM) networks as demonstrated in a recent work that dealt 

with a short-term load forecasting use case (Pelekis et al., 2022). The main technologies leveraged are MLflow 

(Alla & Adari, 2021) as the MLops platform, Darts (Herzen et al., 2021) as the time series forecasting 

framework, MinIO (MinIO, 2022) and PostgreSQL (PostgreSQL, 2022) as artifact storage and logging 

database respectively, FastAPI (FastAPI, 2022) as the API development framework, Javascript React 

 (React, 2022) for developing the front-end. The forecasting platform in question can handle all type of time 

series and integrate new datasets with little to no extra development, hence allowing to easily handle the 

timeseries data ingested in TwinP2G (see Section 3.2.1) and providing forecasts of various (short-, mid-,  

long-term) horizons. Moreover, supplementing the existing forecasting models, novel practices in the field of 

machine learning can be used, including incremental analytics for periodically re-training existing models 

(Sarmas, Strompolas, et al., 2022), as well as transfer learning to handle cases with insufficient data  

(Sarmas, Dimitropoulos, et al., 2022). 

3.1.4 Application Front-end and Security Framework 

TwinP2G serves two main user roles/personas. The first persona is the “Data Scientist”, who is assumed to be 

an experienced user with scientific and coding background alongside modelling capabilities of P2G use cases. 

This user can enter the “Data Science Platform” provided by TwinP2G to interface with the “Simulation and 

Optimization” component to develop P2G experiments and visualize their results (simulation and optimization 

results, forecasting accuracies, etc.). Additionally, the “Data Scientist” can configure the desired types of 

interactive analytics visualizations to be displayed to the Energy Engineer persona. Specifically, Streamlit 

(Streamlit, 2022) is a candidate high-level technology for serving this purpose. However, more advanced 

technologies, such as Apache Superset (Superset, 2022) and MATRYCS (Pau et al., 2022) Visualization 

Engine (Kormpakis et al., 2022) are also under investigation. The second persona is the “Energy Engineer” 

who is considered an end-user with knowledge and understanding of energy systems but limited coding and 

modelling skills. This persona uses the “Visualization Engine” component to monitor simulation and forecast 

results and metrics leveraging them for decision support regarding future P2G investments. 

Ultimately, an identity/access management mechanism is the basis of TwinP2G’s security. This has  

end-to-end processes, approaches, and technologies for user identification, authentication, and authorization. 

They ensure that the personas are allowed to access the appropriate resources. For this, the Keycloak (Keycloak, 

2022) technology has been considered. 

4. DISCUSSION 

This work proposes a conceptual, innovative DT architecture, named TwinP2G to promote hydrogen and to 

accelerate the energy transition through P2G technologies. TwinP2G allows modelling multiple scenarios for 

green hydrogen production and storage as a flexibility provider and as an enabler for higher RES integration 

(directly through hydrogen fuel cells indirectly through the gas pipeline). The architecture has four main 
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components, namely: i) a data warehouse that integrates open data mainly through IDSA technologies;  

ii) a simulation platform with state-of-the-art power and energy simulation and optimization technologies;  

iii) an MLOps-powered forecasting toolkit, for profiling, analyses and forecasts of electricity and gas 

quantities; iv) a front-end application that serves two user roles; a) a data scientist that can perform simulations 

and experiments by coding and b) an energy expert with limited coding skills that can inspect and visualize the 

high-level experiment results. 

In conclusion, TwinP2G envisages addressing and overcoming some significant challenges posed in 

(ENTSO-G & ENTSO-E, 2018). Specifically, TwinP2G is expected to accelerate the learning curve effect 

within the P2G sector, allowing for experimentation with higher installed capacities at lower production rates 

of synthetic gas, hence contributing to the vision of much higher installed capacity by 2030. Finally, given that 

the current framework of regulations, market incentives and tariffs in Greece have not taken into account at all 

the opportunity of P2G, seasonal storage and other technologies. TwinP2G is expected to also promote the 

relevant national energy policies by establishing an innovative simulation platform that enables the 

experimentation with use cases that had been unfeasible until now. 
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ABSTRACT 

E-Participation, a subfield of Digital Government, has fallen short of initial expectations. Despite its potential to enhance 

democratic processes, it has struggled with inclusivity, particularly with respect to gender, class, and race. This paper 

proposes the concept of Digital Citizen Participation, which is contrasted with e-Participation research. It is argued that 

participatory processes can be improved by integrating diverse research disciplines, adopting user-centered design 

approaches that prioritize the citizen as a user, and incorporating technological innovations such as immersive systems. 

Thereby, the Digital Citizen Participation framework aims to provide theoretical guidance for public participation in the 

digital age. 

KEYWORDS 

Digital Citizen Participation, e-Participation, Digital Democracy, Digital Government, Platform Design 

1. INTRODUCTION 

In 2021, Meta Platforms presented their vision of the Metaverse, sparking a polarized debate about the future 

of the digital world. Some see the Metaverse as a promising new environment, while others view it as a potential 

threat to our already polarized world (Barbaro et al., 2022; Tengtrakool, 2021; Verdi, 2022).1 However, if the 

Metaverse becomes the next big thing, who will assure that it is a democratic and deliberative space? Those 

questions echo the expectations and concerns surrounding the internet at the beginning of the 2000s (Gimmler, 

2001), when online social networks (ONS) were seen as promising deliberative spaces that could assist 

populations in organizing democratic protests and resistance (Wolfsfeld et al., 2013). Unfortunately, these 

expectations have been diminished in recent years and reached a new low with the acquisition of Twitter 

through Elon Musk. The transaction highlights the dangers and fragility of allowing private platform operators 

to control public discourse. Twitter, once seen as a progressive alternative, has experienced a surge in hate 

speech, disinformation, and misinformation (Frenkel and Conger, 2022; Lavelle, 2022). This underscores the 

urgent need to continue the search for truly deliberative digital spaces. 

E-Participation, as part of e-Government studies, has failed to meet the expectations set for them in their 

early stages. In 2008 Scholl pointed out how e-Government and its subordinated e-Services were perceived in 

its initial stages as a novelty in itself. A novelty that was overloaded with expectations that were already back 

then “seemingly losing its magic“ (Scholl, 2008). In the beginning of the 2020s, the relevance of participatory 

Government services became – due to the pandemic – evident (United Nations, 2020). Nevertheless, the 

pandemic also showed manifold challenges. Offering digital and independent services for meaningful 

interactions between citizens and the state seems to be one of the great challenges of this decade. Nevertheless, 

the e-Participation frameworks does not seem to fit adequately to the challenges of this time: Big Tech has 

changed the expectations towards platforms and usability dramatically. Through using digital innovations in 

hard - and software design, including network-effects and gamification, they attract millions of user and 

                                                 
1 This paper consist on two chapters from a dissertation on the topic of Digital Citizen Participation and how immersive systems might 

be used for participatory urban planning (Fegert, 2022). Submitting the paper to the e-Society conference 2023 should assist to discuss 

the concept in a broader setting with the respective scientific community.  
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successfully keep them on their platform. Their platform mechanism also manage to work across various social 

groups and milieus. A reality that does not seem to be the same case for e-Participation, where the participants 

tend to be a rather exclusive group of people. Kim and Lee (2019) found that gender differences exists in the 

use of e-Participation. Furthermore, motivating factors for public participation through digital means, as 

identified by Rottinghaus and Escher (2020) and Novo Vázquez and Vincente (2019), include previous political 

involvement and personal interest or concern of the involved citizens and therefore conclude that the platforms 

are not being inclusive towards the broader public.  

This paper, therefore argues to put the citizen, as the user of digital participation platforms, in the focus of 

research instead of looking at questions of public engagement from the perspective of governmental units. 

Thus, it is argued to introduce Digital Citizen Participation (DCP) as a new concept to match the increasingly 

growing field of Digital Democracy research. This new concept addresses the limitations of e-Participation by 

incorporating interdisciplinarity, technological innovativeness, interoperability, and an inclusive participatory 

approach. Furthermore, the DCP framework will prioritize the utilization of cutting-edge technologies, 

including immersive technologies, public displays, and mobile platform solutions, to enhance public 

participation in the digital age. 

2. THEORETICAL BACKGROUND  

E-Participation is defined as the use of information and communication technologies (ICT) to extend and 

transform participation in democratic and consultative processes. Its goal is to support active citizenship 

through technology developments that increase access to and availability of participation in order to promote 

a fair and efficient society and government. E-Participation is a sub-branch of Digital Government research, 

also known as e-Government. E-Democracy or Digital Democracy, as defined by Van Dijk and Hacker (2000), 

is a collection of attempts to practice democracy without the limitations of time, space, and other physical 

conditions, using ICT as an addition to traditional political practices rather than a replacement. The theory of 

the public sphere by Jürgen Habermas is often used as the theoretical foundation for e-Participation research 

in Information Systems. Sanford and Rose (2007) argue that e-Participation should improve communication 

and decision-making between politicians, civil servants, citizens, and other stakeholders. Macintosh (2004) 

identifies three levels of participation in e-Participation: e-Enabling, e-Engaging, and e-Empowering.  

E-Enabling is the accessibility and understandability of information, e-Engaging is a top-down approach where 

citizens are consulted on policy issues, and e-Empowering is a bottom-up approach where citizens can 

influence policy-making through their contributions and become producers of policy rather than just 

consumers. Van Dijk (2012) created a classification system for forms of e-Participation that is still relevant for 

most e-participation platforms available. This classification differentiates between “government-centric” and 

“citizen-centric approaches” (Van Dijk and Hacker, 2000). In summary, e-Participation research made an 

important contribution to defining the field of research, to highlighting various online participation modes, and 

to pointing out both the opportunities and the initial pitfalls and disillusionments. 

3. THE DIGITAL CITIZEN PARTICIPATION TRIANGLE  

Since the creation of the first online participation platforms, new technological innovations emerged and 

entered the mass-market. Interconnectivity (often through various devices) became in many societies the status 

quo. Access to the digital technologies is not anymore the limiting factor when it comes to digital participation. 

Internet and hardware access became not only mainstream, but in certain societies a necessity for social 

inclusion. Therefore, today the main limiting factor to make use of state-of-the-art technologies are resources 

and knowledge. The main initiators (governmental agencies) still seem to lack competences when it comes to 

designing and developing artifacts. To overcome those limiting factors, the concept of DCP should give 

guidance on designing public participation for the digital age. Today, there are plenty of technological 

possibilities – although their applicability still needs to be researched and proven. In the following, three key 

features of Digital Citizen Participation should be defined. These include interdisciplinarity in research and 

development, technological innovativeness and interoperability, as well as incorporating, an inclusive 

democratic approach.   
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3.1 Interdisciplinarity as a Means to Counter Dominant Platform Mechanisms 

The normative ideal of deliberative democracies, as it is presented by Habermas, aims at transforming the needs 

of citizens from an individual level towards an orientation for the common good (Young, 2004). However, an 

objective assessment of the common needs can only happen if the inclusion of a diversity of perspectives is 

ensured since only the different perspectives reflect the pluralistic societies in which we live (Young, 2004). 

Sanford and Rose (2007) already suggested research disciplines, which should play a role in broadening the 

perspective on e-Participation. Following the authors, communicational science, computer science, information 

systems, political philosophy, political science, public administration and sociology are research disciplines, 

that should be involved in research on political participation using ICT. In contrast to Sanford and Rose, this 

paper argues, that those disciplines should be involved in the process platform design itself. For non-tokenistic 

and successful forms of political participation in the digital age, it is necessary to include different disciplines 

into designing platforms. Thereby a platform logic can be established, that does not purely follow full profit 

market mechanisms.  

Platforms such as Facebook, Uber and Airbnb pursue the goal of winning against the competition in their 

industry. They strive for dominance, as this increases the attractiveness of their networks. Therefore, they are 

dependent on reaching a certain dominance if they want to operate their platforms sustainably (Srnicek, 2016) 

In recent times, calls for regulation of platform providers grew more vocal. For example, Scott Galloway, a 

professor of business administration, called for large Internet companies to be broken up and suggested that 

the U.S. Department of Justice should take appropriate measures (Galloway, 2018). But how could this point 

be reached? In his book "Platform Capitalism" Srnicek (2016) points out that the commercialization tendencies 

of platform providers would not have been possible without the collapse of the dot-com bubble in the early 

2000s. Its collapse forced internet companies to shed their investor earnings. While Google still used user data 

to improve its search function in its early years, the company began to use the data for targeted advertising 

after the collapse of the dotcom bubble (Srnicek, 2016).   

Therefore, it seems clear that the current factors that measure the success and value of platforms need to be 

revisited when it comes to designing platforms for societal participation of the public in political affairs. In the 

following, an exemplary framework for the involvement of different disciplines in platform design for DCP is 

suggested (Figure 1). Thereby, it is argued, that the mentioned disciplines can become with their methods, in 

DCP, part of the design process itself. This could help to counter dominant platform mechanisms. If 

participation processes are to be implemented (more) successfully, then the translation work between 

disciplines is crucial and should be implemented in platform design for DCP. 

 

 

Figure 1. Interdisciplinarity in Digital Citizen Participation 

Including the philosophic and historic context into platform design does not seem to be an obvious choice. 

Nevertheless, what is the benefit of including this perspective when starting designing DCP? What is to be 

considered an ideal form of discourse and public is something suggested and debated in (political) philosophy 

and history of thought. Habermas theory of the deliberative public still is the theoretical foundation for 

scientific work on public participation. Every work must either incorporate or differentiate itself from this 

theoretical basis. Including those core thoughts of how a deliberative form of participation can be reached in a 

digital setting, is something already acknowledged in early literature on e-Participation (Sanford and Rose, 

2007).  
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Furthermore, it should be argued to put platform design in a historic context to become aware of the origins 

of some phenomena in the present. A genealogical approach takes a contemporary question as the starting point 

of analysis and thus makes historical processes and orders of knowledge visible for a critique of the present 

(Kerchner, 2006). To give an example: Foucault's first volume on “Security, Territory, Population” (Foucault, 

2006) deals, in regard to the 18th century, with security mechanisms and the relationship between law and 

norm, as well as how techniques of empiricism and probability theory took hold. The origins of empiricism are 

of interest for an examination of current digital platforms, as their algorithms are based on data collection and 

probability calculations in order to implement, for example, recommender systems. Statistics and empirical 

data appear as a new instrument of power for the state in the eighteenth-century (Kerchner, 2006). If we want 

to be aware of the instruments of power of today's economy and the internet corporations as a cornerstone of 

this economy, we cannot avoid being aware of the origin of these mechanisms. The mechanisms of power can 

be consciously taken up or intentionally avoided in platform design, but being aware of them, seems necessary. 

A core part of DCP is the incorporation of sociological methods and methods from political science. 

Especially qualitative methods used and developed in these disciplines can help to develop realistic and  

true-to-life platform designs. When it comes to designing platforms that should not only be adopted by a 

specific demographic or sociological milieu, the detection of exclusion mechanisms is key. Therefore, using 

qualitative methods from those disciplines is especially advantageous. Trust in government and different 

understandings of the role of government and state have an impact on the willingness to participate (Lee and 

Schachter, 2019). Evidently, those conditions vary from place to place and are also differential within a state. 

For this reason, it is important to explore those different starting conditions to design digital participation 

accordingly. Moreover, for understanding different participation paths and formats, the knowledge of political 

specifics on a local and federal level is crucial. Understanding political systems and structures on a local and 

communal level, consequently, appears necessary for the design of DCP. Political science and related 

disciplines such as public policy and governance have a profound understanding of those political realities and 

therefore can and should contribute by staking out the framing conditions. 

The most obvious disciplines involved with the design of DCP are those who are practically involved with 

constructing the artifact. The expertise of media design and informatics are necessary for the development 

of advanced and attractive platforms. Structuring the process of artifact design is well researched in information 

systems. Using methods like Design Science Research based on Peffers (2007) or Kuechler and Vaishnavis 

framework (2008) which are helpful to structure the design, development and evaluation of a software project. 

Other methods like participatory software design, a method explored since the 1990s, also puts the user in the 

center of the development process (Bossen et al., 2016; Mueller et al., 2018; Sanders et al., 2010). Various 

current system programming approaches seem necessary in informatics for developing DCP projects.  

A precondition for developing those artifacts is expertise in one or several of the following development fields: 

backend-, frontend-, full-stack-web and mobile device-development, as well as data science. To conduct and 

coordinate smooth software engineering processes, today agile forms of software development, which can be 

found in frameworks like Scrum and Kanban, seem adequate for the development of DCP. Especially the 

following basics of agile development are fitting to software developments which should cater the needs of a 

broader population: customer satisfaction, prioritizing software operability and simplicity over complexity 

(Hazzan and Dubinsky, 2014). When it comes to more complex developments (e.g. adapting voting 

mechanisms) platforms are built by those who have a clear understanding of roles and access control. This 

knowledge is crucial for writing fitting code. For this reason, it seems necessary to include information systems 

and informatics in developing DCP. Design experts, such as graphic and media designers, should assure that 

the information provided within the DCP platform are presented in a thoughtful and pleasant way. Norman 

describes in his book “The Design of Every Day Things” (2013) the importance of considerate design choices. 

Including design experts can help, when it comes for example to forms, typography and color schemes to create 

user friendly platforms. Therefore, their expertise is crucial for successful platform design.  

In their book “The Power of Experiments – Decision Making in Data Driven World” Luca and Bazerman 

(2020) show how mainstream behavioral economics became as a way for platform providers to test, evaluate 

and improve their platforms. The authors demonstrate that systemic experimentation is something which  

e-Commerce businesses can conduct even more easily compared to classical businesses, since their businesses 

rely on the systemic processing of data. In contrast, however, the authors also provide insights on how 

traditional institutions, such as government agencies, use experimentation to achieve successful policy making. 

As an example they present experiments conducted by British government agencies under Tony Blair and 

David Cameron with the aim of nudging citizens into paying taxes. To name one success: through randomized 
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controlled trials they rewrote and -designed letters asking the citizens to pay their taxes and thereby assured 

significantly higher tax revenues (Luca and Bazerman, 2020).  

Finally, it is necessary to involve those disciplines that have the real-world expertise for use cases. This 

could be found among others in social work, healthcare, but are in many cases of public participation urban 

or respectively spatial planning as well as architecture. The latter named disciplines can support designing 

DCP by adding their knowledge on participatory urban planning as well as construction projects. Including 

those disciplines means to tackle current questions of urbanism together with the affected citizens. 

Furthermore, including architecture as a discipline might contribute to design architectural competitions in a 

way that they are mindful about a possible digital participation process. Thereby, architects can use digital 

formats that guarantee interoperability between their architectural designs and possible digital participation 

platforms.  

For DCP, it should be argued, that it seems important to engineer platforms that are easy to use and well 

accepted by the users. Those firms, who design digital participation platforms, tend to not have the resources 

to research and test the effectiveness of their products. Accordingly, the initiators of digital participation 

processes might have to become more active in asking for research on the effectiveness of their participatory 

programs. In experiments it could be researched and established which mechanisms work to keep a broad 

demographic interested in participating, as e.g. mechanisms of gamification might help to foster interactions 

on participation platforms. Since governmental agencies are, especially in larger urban contexts, often 

overwhelmed with the task to create meaningful interactions with their citizens, having perspectives from 

psychology, behavioral economics and information systems, included in the design of DCP seems essential. 

If communicated properly to the software developers involved, it could enhance the general user experience of 

the artifact. Nevertheless, experimental methods have to be used carefully and consensual. Therefore, involving 

an ethics committee can be of assistance to become aware of certain ethical challenges that might arise. Instead 

of running experiments without knowledge and proper consent of the participants, like some tech companies 

do, there are other options to test platforms in realistic settings. Besides field experiments, behavioral economic 

labs pose a valid alternative for conducting ambitious and ethically responsible experiments.  

Using data based on experiments can be very powerful for improving platform design. Nevertheless, this 

power could be – in the hand of state agencies, as shown with the historic example of the eighteenth  

century – misused by states to control their citizens. Thus, it can be concluded, that using experiments in DCP 

should be generally about designing software artifacts that empower citizens by making them as useable as 

possible.  

This paragraph can be understood as a plea for the translation work between a number of different 

disciplines. It is argued that connecting different theories and methods from philosophy, history, sociology, 

political science, information systems, informatics and behavioral economics and psychology can help to create 

meaningful DCP artifacts that truly are in the citizens interest. Through this incorporation of a pluralistic 

perspectives on platform design, the transformation of individual needs and requirements towards the common 

good could be realized. 

3.2 Technological Innovations and Interoperability  

In the following, the discrepancy in platform design innovations that exist between current e-Participation and 

other digital platforms, should be highlighted. The pleasant world of Android and iOS apps, as well as  

e-Commerce platforms, made customers used to seamless and user-centered platform design. When it comes 

to games or commerce the adoption of technological innovations, like immersive systems, is in full swing. 

Already in 2016, a former branch of Google, Ninantic, launched the app Pokémon Go which combined location 

based GPS technology with AR (Paavilainen et al., 2017). Ikea created with their app Places, for both mobile 

phone operating systems, a popular app for the visualization of the Ikea furniture catalogue in the homes of 

their customers using AR. A meta-study on the effectiveness of virtual shopping environments, has already 

established that the use of the immersive Ikea app increased the customers general interest in products and a 

purchase (Alves and Luís Reis, 2020). With its rebranding respectively its restructuring from Facebook into 

Meta, the platform giant also announced to put the company’s efforts into immersive systems (Roose, 2021). 

Apple in contrast broadened the spectrum of its hardware from notebook and desktop computers to portable 

music players to phones, tablets and watches, which are all connected (Jacobsen, 2017). Google pioneered 
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from early on with collaborative cloud services like Google Docs, Forms etc. and thereby shifted the industry 

towards comparable cloud solutions.  

Compared to this world of technological innovations, what can be found in e-Participation today seems 

relatively dull. With the new concept of DCP it is reasoned, that the integration of state-of-the-art technologies 

and hardware needs to become part of designing digital participation platforms. As the results on the acceptance 

of immersive systems (Fegert, 2022; Fegert et al., 2020) show, there is great interest and curiosity when it 

comes to using different technologies for public participation.   

Another necessity for enabling DCP seems to be system interoperability. This wish for high 

interoperability appears to stand in contrast to the claim for innovative artifacts, but it is the other way around: 

Interoperability means to be mindful about different access towards technology and to bridge existing gaps 

between systems and frameworks and thereby making platforms as usable and accessible as possible. Key in 

including broad parts of the population in participation processes is assuring the ability to use the platform 

from different operating systems, browsers and hardware. Especially in the search for common standards in  

e-Government, interoperability has been discussed, mostly for unique states like Brazil (Alves Oliveira and 

Eler, 2017), South Africa (Manda, 2017) and Uganda (Kanagwa et al., 2018). As a general takeaway of those 

studies it can be concluded that there is a need for some standardization, which is mindful of different access 

to soft- and hardware. To guarantee social cohesion, also in DCP the standards need to be as basic as possible 

to be attentive towards those users who have older soft- and hardware or only use a certain kind of hardware 

like mobile devices. What should be argued for is a differentiation between classical e-Participation platforms, 

and something that could be considered to be the next generation of digital participation platforms in DCP. 

Thiel et al. (2018) already explored some technological innovation and trends such as using smartphones, GPS, 

wearables, public displays, immersive systems and crowdsourcing. Furthermore, the authors discussed 

gamification in e-Participation (Thiel, 2016; Thiel et al., 2018) as a promising concept to assure the interest of 

the population in public participation. That kind of innovative inclusion of up to date technologies is meant, 

when arguing for more play- and joyful use of technologies and their incorporation into public participation 

processes.  

The German platform “Stimmen auf Knopfdruck” (2021), developed for a participation process in the city 

of Berlin, made use of an already existing and widely used technology – voice messages. Citizens could leave 

their comments additionally to classical written content through a recording. Although a study on the 

effectiveness of this technology is missing, the idea of opening up the dialogue to new forms of interactions 

seems promising, especially, when it comes to the inclusiveness of participation processes and the question 

who feels entitled to participate. Another interesting example is the platform Senf.Koeln (2021) developed by 

UPLab, which placed QR Codes in the city of Cologne and showed an interactive map on a mobile device only 

webpage to allow the use on the spot of interest. Those specifics alone turned what is shown as a standard 

upside down: the participation process was accessed through mobile devices, making it more accessible at the 

site. It can certainly be a barrier to re-envision an urban planning debate at home. Offering opportunities for 

on-site debates therefore seems overdue. This paragraph argued for more interoperability and including 

technological innovations into participation processes.  

3.3 Incorporating an Inclusivity in the Development Process  

According to Habermas, the “political public sphere [...] can fulfill its function of perceiving and addressing 

problems of society as a whole [...] only to the extent that it is formed from the communication contexts of 

those potentially affected. It is carried by an audience recruited from the entirety of citizens” (Habermas, 1992, 

p. 441). The politically relevant challenges are thus based on processes of public negotiation. According to 

Habermas, they have their origin in the “biographical experiences” (Habermas, 1992, p. 441) the citizens who 

come together to form such an audience. Therefore, equal access to the public sphere seems to be of central 

importance for deliberation (Schmidt, 2019). However, studies on e-Participation processes in Germany show 

that men participate more often than women and that the degree of participation depends, among other things, 

on the level of education (Rottinghaus and Escher, 2020; Send et al., 2014). This assessment is not at all 

satisfactory, considering that public participation is supposed to enable an equal discourse between all citizens 

and decision-making processes for them. As already mentioned and discussed when arguing for using 

approaches (theories and methods) from sociology and political science, the last pilar of DCP, suggested in 

this paper, is the inclusion of inclusive democratic approaches.  
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Online participation undoubtedly created new opportunities to quantitatively involve more citizens, but it 

seems unclear whether this also leads to more inclusive participation (Schlozman et al., 2018). Qualitative 

research methods from social science are often used to investigate the inclusivity of deliberative participation 

platforms (Frisch, 2007; Kies, 2010; Weinhardt et al., 2015). There are obvious mechanisms of exclusion, that 

come to mind, like the use of language. In German, through the generic masculine version of the third person, 

the gender neutrality is not given as a default. Weinhardt et al. (2015) therefore rightly pointed out that the use 

of gender neutral language can promote inclusion. Other language-based aspects need to become center of 

attention. While, especially in journalism, web accessibility, is already in the focus of research (Giannoumis 

and Nordli, 2020; Karhunen, 2017), a debate about accessibility of digital participation platforms is urgently 

needed. How can it be achieved to be mindful about language barriers and how can they be overcome? How 

can plain language be used to be sensible towards citizens with special needs? Already in 2015, Weinhardt et 

al. suggested to use translation tools to include parts of the population that do not feel confident about their 

language skills when it comes to written debate-based e-Participation forums. Also, the platform design itself 

can be more or less inclusive. Certain color schemes can exclude citizens who are not able to differentiate 

between certain colors. Here it is reasoned, that the inclusion of a diverse set of citizens into the design of DCP 

platforms can prevent mechanism of exclusion. A concrete method of inclusion is presented within arguing for 

qualitative social science methods. 

Why does this seem relevant? What is missing when it comes to platform design in Digital Government 

services is that user-centric design should mean to keep the broader population in mind – in this case all 

involved stakeholders of the participation processes. There seems to be some kind of misunderstanding, as it 

appears unclear if the current mostly forum-based e-Participation platforms succeed in catering the needs of 

the broader population. Some kind of hesitancy in e-Participation concerning technological innovations seems 

obvious. Although, in 2021 mobile devices are globally clearly the preferred form of internet access and 

interaction and the one with the higher market share compared to desktops (Enge, 2021; Petrov, 2019),  

e-Participation platforms continue to be mostly browser based with interfaces that are predominantly made for 

notebook and desktop computers. Including the realities of general hardware usage into the platform design 

itself can help to overcome some of those non-inclusive tendencies described by researchers. The fact that the 

population prefers the casualness of using their mobile devices, should be utilized for public participation. In 

this case too, research on journalism and technology can help understanding how to create inclusivity (and 

thereby general relevance) through platform design. Mobile applications showed great potential for local 

journalism as well as challenges in the example of local news sites in Portugal. Accessibility remains an issue 

not easily resolved (Santos Gonçalves et al., 2021). Therefore, evaluating platform design and including a 

pluralistic set of voices into the design process seems highly relevant if digital participation processes claim to 

be democratic and representative.  

Furthermore, new technological possibilities open up new forms of approaching citizens. Advanced data 

analytics can be used to get in contact with the relevant stakeholder groups in a participation process or can 

help to target unrepresented or underrepresented groups. Obviously, the practice of advanced data analytics 

and targeting is debatable. Due to the fact that mostly right-wing extremist took and take advantage of those 

technological practices (King, 2019; Ramos and Torres, 2020; Wylie, 2019), those who would like to foster 

democratic practices with their platforms also must become aware of those technics and using data analytics 

for guaranteeing representativity. 

4. CONCLUSION 

In this paper’s introduction, the need to explore platform alternatives for the Digital Democracy was 
highlighted. At such an economically and politically difficult moment, platform operators who do not fulfill 
their legal duties and obligations (e.g. content moderation regarding hate speech) are a serious threat to 
democracy. Also due to this vulnerable situation, it appears worthwhile to develop platform alternatives for 
citizens and their concerns. This paper's contribution lies in the exploration of the conceptual framework of 
DCP. Thereby, a framework for researching innovative and interdisciplinary forms of Digital Democracy is 
mapped out and a differentiation between classical e-Participation platforms and DCP platforms created. DCP 
aims at proving a framework that argues for the necessity of interdisciplinary research approaches, when 
designing digital public participation formats. It maps out a design framework which includes a variety of 
academic disciplines and their research methods (philosophy, history, political science, sociology, media 
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design, computer science, information systems and behavioral economics, as well as fields of practical 
application like urban planning and architecture). Furthermore, the DCP framework pleads for the 
incorporation of technological innovations (like immersive systems) and guaranteeing interoperability. 
However, this is only with the aim of reducing access barriers and enabling more inclusive participation. 
Finally, since e-Participation flourishes even in authoritarian regimes (Åström et al., 2012), DCP makes a 
strong case for incorporating an inclusive democratic approach in the platform design itself. Thus, with DCP, 
this paper made the argument to adapt the idea of e-Participation in favor of a modern understanding of digital 
participation platforms and thereby paving the way for a second wave of digital participation.  

As already pointed out by Thiel et al. (2018), there are other promising technological innovations  
(e.g. smart watches and public displays), which could further be researched and explored for the context of 
public participation. The latter is currently investigated in a citizen science research project, where researchers 
also experiment with chatbots for citizen involvement (Greif-Winzrieth and Gau, 2021). The results of this 
project might be worth considering in future investigations.  Especially in the field of human-computer 
interaction, the attention to inclusivity needs to be a cornerstone of information systems research. Hevner et al. 
(2004) argued that “[t]he goal of behavioral science research is truth. The goal of design science research is 
utility” (Hevner et al., 2004, p. 80). If utility is the aspiration of this popular information systems research 
method, a focus on the inclusiveness of digital participation platforms and processes has to become a major 
part of further design science research, especially in the field of digital democracy. 
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ABSTRACT 

In this report, various categories of e-deliberation systems are researched and the most widely used e-deliberation systems 

developed worldwide are analyzed. Some types of degree of participation are described as they are supported during the 

process of a discussion. A questionnaire is presented, from which certain results were extracted in order to design a system 

based on user preferences. 
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1. INTRODUCTION 

The expectation that information technology will enrich democracy is one that has been on the surface for 

many years, as discussed in broader terms through the democratizing power of concepts such as the 

«WorldBrain» (Wells, 1937) or the «MemexMachine» (Bush, 1945), (Barnet, 2013). 

In our time this is no longer just theoretical but also empirical and realistic. There is a widespread concern 

about the removal of citizens from the government. Democratic citizens need reasons for solitary reflection, 

ways of thinking cut off from political strife (Talisse, 2021). Democracy is a system of government governed 

by certain constituent conditions and guiding principles, where citizens exercise power through a voting 

process (Tangian, 2020). 

E-democracy is a well-known term that describes a wide range of practices, including the online 

engagement of the public in political decision-making and opinion-making. (Kneuer, 2016) But as far as the 

theoretical concepts of democracy are concerned, e-democracy is based primarily on models of participatory 

and deliberative democracy. (Päivärinta & Sæbø, 2006) 

Public deliberation expresses views on any scope, priorities for new initiatives or evaluation of existing 

policies and legislation. (Solomon & Abelson, 2012) 

The introduction of deliberative elements can delay decision making, but it can also create smart solutions 

and creative moves beyond the impasse. (Dryzek, et al., 2019) 

There are many deliberative systems, but most of them do not follow the basic principles of democracy. 

In the present work we mapping the area of e-deliberation as well as to export some functional requirements 

that such systems should have, based on the needs of users. 

The research contribution of this work is that, at least from our experience, there is no other corresponding 

axis comparison of systems as well as there are no recent studies looking at the needs of users for such systems. 

The aim is to create a system that can combine as many basic principles as possible in order to create a 

successful e-deliberation. 

In section 2 we present and describe the different categories of e-deliberation systems as we analyze the 

types and degrees of participations of some e-deliberation systems, while in section 3 we present the design of 

the questionnaire in four pillars. In section 4 we talk about the results and functional specifications that resulted 

from the processing of the questionnaire. Finally, we see discussion and future work. 
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2. STATE OF THE ART 

There are different categories of e-deliberation systems that can be used, depending on the subject of the 

discussion, the goals, the profile and the experience of the participants and the coordinators in the relevant 

processes, but also the general characteristics of the environment in which all these take place. 

The main formats of such systems include the following categories. 

• Online forums. Their main use is for large-scale public discussions and consultations, especially 

when several people can participate in a discussion at the same time. They can also be used for information, 

for debate on an issue as well as for decision making by voting. The technology they use includes e-voting, 

text messaging, e-polls, etc. (Holtz, Kronberger, & Wagner, 2012) 

• Deliberative poll. The deliberative poll is used specifically to form an opinion. The selection of 

samples is random but representative of the citizens. There is a discussion, where there is a thorough 

presentation of views and the community also participates through the transmission of the media. But it does 

not create the feeling of wide participation but requires a lot of time from those involved. 

• Votes. E-deliberations voting is usually part of deliberations where the combination of voting and 

deliberation is achieved. In most deliberations, the impact on public policy is indirect and difficult to exploit. 

The aim is to influence public opinion and to include them in policy-making beyond those who show interest 

in such issues and processes. 

• Discussion. The goal of deliberative discussion is to create a means of attracting people and 

communities for dialogue with each other. Essentially, a deliberative discussion asks participants to discuss 

and evaluate the impact of a variety of solution options on a public problem. (Cavalier, Kim, & Sam Zais, 

2009) 

• Questionnaires (e-surveys). By creating structured questionnaires, it is possible for everyone to 

participate, anonymously or by name. The mass participation is positive of the electronic surveys and the 

analysis of the results is easy and immediate as it can give long-term results. Questions should be asked with 

great care and the answers should be relatively simple. 

To conduct this structured research review, an analysis of the most widely used e-deliberation systems 

developed worldwide to find the most relevant and important studies in the field was applied. Based on 

(Tsakanikas, Rokkou, & Triantafyllou, 2022) the main systems that are involved in deliberative processes are 

e-dialogos, Mi Senado, Parlement et Citoyens, E-Democracia, Liquid Feedback, DebateHub, Online 

Consultation Platform (GR0059) and DESIDIM. 

Table 1. Types of e-deliberation services. Analyzes what different categories of deliberation systems the systems follow 

Systems / Types e-dialogos Mi Senado Parlement 
et 
Citoyens 

E-Democracia 
 

Liquid 
Feed 
back 

Debate 
Hub 

Online 
Consultation 
Platform 
(GR0059) 

DESIDIM  
 

Questionnaires ✓        
Forum ✓   ✓  ✓  ✓ 
DeliberativePoll ✓ ✓   ✓ ✓   
Discussion ✓ ✓ ✓ ✓ ✓  ✓ ✓ 
Vote       ✓ ✓ 

 

E-dialogos and DESIDIM systems seem to be the systems that include most types of e-deliberation services. 

As it seems to a very large extent most systems follow the service of discussion. 

The process of a deliberation is followed by some types of degree of participation in which in each of them 

the participants and the result between the different systems change. 

Some of the types of degree participation of such systems are the following. 

• Issue. The issue that is open to deliberation can be submitted by different users, depending on the 

system. 

• Proposal. The proposals that will be submitted are addressed to open issues, in order to display the 

views of users. 

• Survey. The survey of the process in such a system. 

• Output. The output of each system. 

• Scope. The way each system will utilize the results of such a deliberation. 
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Table 2. Degree of participations 

System / 

Types 

e-dialogos Mi Senado Parlement 

et 

Citoyens 

E-

Democracia 

 

Liquid 

Feed 

back 

Debate 

Hub 

Online 

Consultati

on 

Platform 

(GR0059) 

DESIDIM  

 

Issue Authority Authority Authority Coordinator All Citizen Authority Authority 

Proposal Citizen Authority Citizen Citizen Citizen Citizen Citizen Citizen 

Survey Citizen Citizen Citizen Citizen Citizen Citizen Citizen Citizen 

Output Final 

council 

decision 

Poll of 

authority 

proposals 

Collection 

of 

proposals 

Suggested 

amendments 

Opinion 

formation 

Poll of 

proposals 

Collection 

of 

proposals 

Collection 

of 

proposals 

Scope Collect 

opinions of 

established 

proposals 

Collect 

opinions of 

established 

proposals 

- Formula 

teproposals 

Decision 

making 

Collective 

ideation 

deliberatio

n and 

democratic 

decision 

making. 

Collect 

comments, 

results and 

statistics. 

Result 

decision 

from the 

proposals 

 

The systems in the process of an e-deliberation follow different degrees of participation in each type. The 

production of the issue is developed mainly by the authority while in the proposals and surveys the citizens 

have a greater participation. However, the output and scope are different in each system. 

3. MATERIALS AND METHODS 

Some results have already been verified by previous research such as LiquidFeedback 

(https://liquidfeedback.com/en/), which provides users the possibility of either creating or supporting 

initiatives. The new results after the procedure followed will help to design a system based on user preferences. 

A questionnaire with 49 questions was created for the proper operation of the project, with the aim of 

involving citizens in the design of the system that will allow to include all those features that will ensure the 

completeness and usefulness of the system. 

The questioner was designed in four pillars. 

• In the first pillar, we tried to determine the public commitment and the way of the citizens' 

intervention. The questions that existed had to do with the participation of citizens in an e-deliberation system 

but also with the means of distribution of power between citizens and the state. 

• In the second pillar we tried to identify characteristics of the technical system. These are mainly for 

the identification of users in an e-deliberation system, for the possible influence of such a system in terms of 

political principles in the decision-making process, but also for the final results that will result from this system 

and the way their utilization. Other things also had to do with users' access to the system and how they think it 

is optimal, given that there are also vulnerable groups (digitally illiterate, technophobic, elderly, etc.). Of 

course, there are questions about collective entities and how they could participate. 

• In the third pillar we tried to determine the quality of deliberation as it is another part that concerns, 

asking questions about the coordination of public deliberation and how it will be managed as well as the 

usability of the system and the time of e-deliberation. Questions about the administrative levels and the 

solutions that such a system could bring could not be omitted. A major issue is also the voting process in an  

e-deliberation system and the method of gathering citizens' preferences in it. 

• In the fourth and last pillar we tried to determine the demographics of the participants in terms of level 

of education, their status as participants, profession and much more. 

The information that was extracted from the above questions will be utilized in such a way that the system 

manages to approach, as much as possible, the desired characteristics of the citizens regarding an  

e-deliberation system. 
It was passed on to people who play a key role in their involvement with the public and politics, as the 

authorities can use the proposed technology as a social and political tool to listen to the opinion of the people 
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in a structured way. There were 160 participants who submitted their opinions, of which there were many with 
a remarkable educational level of 68.4% and quite good familiarity with social media, with the percentage 
reaching 82.7%. 

4. RESULTS 

The following elements were obtained from the processing of the questionnaire.  

4.1 Types of Participation  

There are 3 types of citizen participation that should be included in an e-deliberation system.  

• Passive participation through public communication with a preference rate of 2.2% 

• Almost active participation in public deliberation with a preference rate of 23.3% and 

• Active participation achieved through public participation with a preference rate of 74.5%. 

4.2 Process of Identification and Self-Determination 

The process of identification and self-determination is in the direct wishes of the citizens for an e-deliberation 
system. 

 

Figure 1. Extent to which citizens must identify and self-identify as users of an e-deliberation system 

4.3 Raise the Issues 

Citizens believe that it is the right of the public authority to raise the issues, but the majority wants to shape the 
outcome. 
 

 

Figure 2. In Graph A is the degree of commitment of public authorities to the results of a public e-deliberation (1. Not at 
all 2. Very Low 3. Low 4. Neutral 5. Moderate 6. High 7. Extremely High). Graph B is the measures needed so that laws 
/ decisions can be formulated with the result of public e-deliberation. Relevant social issues should: A. To be proposed by 

the citizens and to be voted by the public authorities B. To be proposed by the public authorities and to be voted by the 
citizens C. To be proposed and voted by the public authorities D. To be proposed and voted by the citizens 
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4.4 Cases of Users to Be Informed 

It is obvious that the majority of citizens, over 80%, consider their information on matters of public interest as 

the basis for such a system. 

 

 

Figure 3. Cases when the system should be available to be used to inform citizens on matters of public interest A. Only 

for those who have some technical knowledge about a specific topic. B. Only for new users C. Only when changes in 

state issues occur D. For all users every time they use the system E. For those who have a special interest  

4.5 Time for the Deliberation Process 

More than 50% of the participants would suggest that the deliberation process continue until at least 2 

completed proposals emerge or until the majority decides that the process should be closed. 

 

 

Figure 4. Time that the deliberation process should take A. A week B. A month C. Three months D. Six months  

E. A year F. More than a year G. Until a consensus is reached between all parties H. Until more than two solutions are 

created for each problem Ι. Until the majority of citizens choose to close the discussion J. Until the maximum agreed 

number of citizens chooses to close the discussion K. Until the citizens choose to close the discussion 

4.6 Deliberation Process 

One of the things that end users want is for each proposal to be able to be substantiated by relevant supporting 

material. 
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Figure 5. Deliberation process that should be included in a system A. Dialogue for each proposal B. Creating a publicly 

visible list of pros and cons for each proposal C. Monitoring changes in proposals D. Working in small groups defined by 

users (family, friends, neighbors, etc.) to create the pros and cons of arguments and solutions, followed by community 

contributions to proposals E. Submit personalized pros and cons lists for arguments and solutions to a facilitator  

F. Citizens create solutions and use communication tools to win votes 

4.7 Collective Entities 

The choice of citizens to be the represented collective entities is evident, with a percentage of 73.5%, 

nevertheless there is a strong argument in the participation of collective entities in such a system, as while they 

believe that a large percentage should participate, 43.8 %, believe that it should be done under specific 

conditions.  

 

Figure 6. A. Organized collective entities such as organizations, private companies, trade unions and other stakeholders 

should be represented within this system of public deliberation B. Collective entities must be able to participate 

4.8 Design Principles 

Bases on the user requirements recording from the analysis of the questionnaire, the function specifications of 

an e-deliberation system can be written. 

4.8.1 Citizen Participation 

When configuring the system: 

• the issue should be raised by the respective decision-makers, but there should be the possibility for 

citizens to state their proposals on it. 
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• it should be possible for users to comment on the proposals submitted in each topic, but also to adapt 

those comments to the proposals. 

• users should be informed about matters of public interest. 

• representatives from certain entities should be able to participate, enabling them to contribute to the 

process in the same way as users. 

4.8.2 Authentication 

Upon entering the e-deliberation system, should be a service for identification process with the possibility of 

self-identification. 

4.8.3 Integrity 

Ε-deliberation should be ensured, with proper coordination, which is achieved with the participation of an 

administrator/coordinator. 

4.8.4 Electronic Folder   

The system should support an electronic folder where the supporting material can be located. 

5. DISCUSSION AND FUTURE WORK 

A large part of society is made up of digitally literate people, who usually make up the highest participation 

rates in e-participation initiatives. However, no citizen should put aside of e-deliberation platforms.  

E-democracy requires smart cities to give all citizens equal and just access to policy and decision-making 

processes, in such a way that no individual is disadvantaged. A society that is informed and participative 

becomes stronger and is closer to achieving a true democracy. With the electronic participation and support of 

citizens, public authorities and governments can perform their tasks in a more efficient way and as a result 

create a stronger state of which we can encounter smart cities. E-deliberation, especially through a  

“consensus-driven” platform, is a remarkable mean for enhancing participation of citizens in management and 

micro-management of a smart-city. 

The proposed e-deliberation system has some unique features that make it stand out from other similar 

solutions. By conducting a questionnaire survey and comparing our system to others, we were able to gather 

valuable feedback and insights that allowed us to identify areas where our system excels. This is a great way 

to improve the user experience and ensure that our system is meeting the needs of its users. 

According to the analysis we did in the existing systems, we found some blanks concerning specific pillars 

for an e-deliberation system. These blanks included citizen participation issues, authentication issues and 

integrity issues. 

Based on the results from the questionnaire we developed for 160 participants with 49 questions, we found 

that citizens are active and want to participate in these deliberation systems if a system contains the following 

design principles: 

• Authentication is important for an e-deliberation system because it helps to ensure the security and 

integrity of the platform. By requiring users to authenticate their identity, the system can verify that they are 

who they claim to be and prevent unauthorized access. This can help to prevent malicious actors from 

infiltrating the platform and disrupting the discussion or manipulating the decision-making process. 

Additionally, authentication can help to prevent spam and other forms of abuse, such as trolling or harassment, 

by allowing the system to identify and block suspicious or malicious accounts. Overall, authentication is an 

important safeguard that helps to ensure the smooth and secure operation of an  

e-deliberation system. 

• Supporting material is important for an e-deliberation system because it provides context and 

background information that can help participants to better understand the topic or issue being discussed. This 

can include things like data, statistics, research studies, and other relevant documents that can help to inform 

the discussion and provide a basis for more informed decision-making. By providing supporting material, an 

e-deliberation system can help to ensure that participants are able to engage with the topic at hand in a 

meaningful and productive way, and can ultimately lead to more informed and fair  

decision-making. 
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• Having a main authority and allowing for user participation without barriers are both important for an 

e-deliberation system for several reasons. First, a main authority can help to ensure that the discussions and 

decision-making processes on the platform are fair and unbiased. This can help to build trust among users and 

encourage more people to participate in the discussions. Additionally, allowing for user participation without 

barriers is important because it allows for a more diverse range of perspectives and opinions to be heard. This 

can help to ensure that the discussions are inclusive and representative of the wider community. It can also 

help to foster a sense of ownership and involvement among users, which can help to drive engagement and 

participation on the platform. Overall, having a main authority and allowing for user participation without 

barriers can help to create a more transparent and inclusive e-deliberation system. 

In summary, this paper leads to some basic conclusions. Initially, we suggest that the opinions of experts 

can be collected to inform the design and development of e-deliberation tools based on the evaluation of some 

variables such as: i) Democracy Type, ii) Makes a difference, iii) Quality of discussion, iv) Integrity,  

v) Type of deliberation, vi) Anonymity, vii) Efficacy, viii) Type of deliberative system, ix) Transparency,  

x) Tailored to circumstances, xi) Is the system part of a larger participatory process?, xii) Scope, xiii) The right 

number and types of people, xiv) Treats participants with respect, xv) Type of interactions facilitated by the 

system, xvi) Kept informed, xvii) Access limitations, and xviii) Preference aggregation method (Triantafyllou, 

Tsakanikas, Asimakopoulos, & Christodoulopoulos, 2019). Then, based on the reviewed literature on the 

revitalization of public spaces, e-deliberation tools can be envisioned to provide power for change on issues of 

public interest. And finally we suggest that scaling is facilitated by adding data from multiple small-scale 

forums, organizing large-scale discussion only on the common links suggested by citizens and citizen groups, 

and allowing a fine-grained structure for qualitative analysis and database-based abstraction. 

To confirm the above these principles should be implemented and a test should be done to have a more 

thorough opinion on the evaluation of these principles and we should move to the next stage of implementation 

and creation. In the next phase, this evaluation should be carried out in a large-scale analysis. 
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ABSTRACT 

Using data from large scale Annual Social Surveys of the CBS in Israel, the current research focused on patterns of digital 

inequality among Israeli mothers between 2014–2019. The main purpose of the current study was to investigate the 

differences within a group of single mothers according to their SES as well as differences between single and married 

mothers and whether these patterns are stable or changeable over time. The highest percentage of digital uses adoption was 

found among high SES mothers, both single and married. The most disadvantaged group was low SES married mothers. 

Digital inequality among mothers is best explained by social class, rather than by the difficulties and restrictions of single 

motherhood. Groups were consistent in their pace of digital uses adoption over time. Policymaker implementation of our 

specific recommendations may produce beneficial effects for promotion of Internet use among single mothers. 

KEYWORDS 

Single Mothers, Digital Inequality, Internet Use for Study, Social Media, E-Government  

1. INTRODUCTION 

Economically and socially disadvantaged groups experience generational suffering due to a range of exclusion 

types. In Western countries, belonging to a vulnerable group (i.e., lower education, income, disability, or 

disadvantaged minority status) is a strong predictor of non-online access (Helsper and Reisdorf, 2016, Lissitsa 

and Madar, 2018). Thus, most socially excluded members  of  society are also the most likely to be digitally  

excluded (Witte and Mannon, 2010). There is ample research addressing digital exclusion of various vulnerable 

groups such as elderly, minorities or people with disabilities (Adkins and Sandy, 2020). However, digital 

inequality based on single vs. partnered motherhood and its social and economic implications have yet to be 

explored.   

Single-mother households are increasingly common and have become a social concern in global contexts 

(Li, 2020). Low wages, lack of spousal and social support, limited access to resources and public services, and 

the burdens of raising children have made single mothers especially vulnerable (Nieuwenhuis and Maldonado, 

2018). Compared to coupled-parent families, children from single mother households more often suffer from 

economic deprivation (Treanor, 2018), lower educational performance (de Lange and Dronkers, 2018), and 

greater levels of behavioural difficulties. Considering these difficulties, there is a growing interest in whether 

and how digital technologies, tools, and services can make a difference to single mothers’ social inclusion and 

welfare. 

Previous research on single mother families has largely focused on poverty, whereas much less is known 

about single parent families who are above the poverty threshold. For these mothers, middle and high social 

class economic resources may afford the services of hired babysitters and high educational level may result in 

jobs with flexible working hours or from home work opportunities. Thus, life circumstances of single mothers 

from different socio-economic background may vary. Only a handful of studies have highlighted the relevance 

of social class in this context, focusing on the heterogeneity of single mothers as a group and suggesting that 

their economic and social difficulties are class-related. Due to these reasons and the importance of SES status 

International Conferences e-Society 2023 and Mobile Learning 2023

145



in creating digital inequality (Scheerder et al., 2019, Bach et al., 2013), this research addresses the heterogeneity 

between single mothers and differentiates between them on the basis of their SES. Accordingly, the main 

purpose of this paper is to investigate the differences within a group of single mothers based on their SES as 

well as the differences between single and married mothers and whether these patterns are stable or changeable 

over time.  

It is fitting for this type of research to be conducted in Israel, given its position as a global leader in the 

adoption of Internet use and mobile devices (Poushter, 2016). In addition, Israel is characterized by distressed 

economic conditions for single mothers (Natanzon et al., 2017).  In fact, 25 percent of single parent families 

live below the poverty line compared to 18 percent among Israel’s total population (Endeweld et al., 2018).  

2. LITERATURE REVIEW 

2.1 Internet Use as a Potential Source for Human Capital for Single Mothers 

The poverty status of single mothers has been shown to be highly related to their educational level (Härkönen, 

2018). Several barriers prevent impoverished single mothers from upgrading their education, among them 

shortage of financial resources, costs of child care and transportation, lack of access to resources, and limited 

social support (Bryant-Davis et al., 2010). Therefore, many mothers cannot even consider education as an 

attainable goal and as a means of escaping the cycle of poverty (Russell, 2019). Some of these barriers, 

however, can be overcome by using ICTs for study, information seeking and communication. Through the 

Internet, mothers may gain access to educational resources and broaden their cultural and social perspectives 

(Abdel‐Basset et al., 2019). Research has shown a positive correlation between Internet use for study and for 

seeking information and growth in earnings, greater extrinsic rewards and job security. This correlation 

indicates that at least some of the skills and behaviours associated with Internet use reap rewards in the labour 

market (Lissitsa, 2015, Lissitsa and Chachashvili-Bolotin, 2016, Lissitsa et al., 2017, Czaja and Urbaniec, 

2019).  

2.2 Social Media as a Potential Source for Social Capital for Single Mothers 

Mainstream social relationships are much weaker for single mothers than for their married counterparts. Single 

mothers often experience less emotional and parental support, less contact with family members and friends, 

and more unstable social networks than married mothers (Li, 2020). Social judgment may attach "guilty" 

stigmas to single mothers for not waiting to have children within a heterosexual marriage or for not being able 

to “hold on” to a partner (Zartler, 2014). They are often stereotyped as unhappy, deviant, troubled, and lacking 

in child-rearing abilities. Compared with their counterparts in two-parent families, single mothers suffer higher 

levels of depression and family stress. As the sole parent, they must face in-family and external stressors on 

their own, often with limited resources. Economic hardship can isolate many single mothers because they do 

not have discretionary funds to socialize. Their inability to spend time outside the home on their own, going 

out with friends, or taking children on family outings can result in low self-esteem, helplessness, or a feeling 

that their world is shrinking.  

Social media may help to increase available options. Through the Internet, single mothers can connect with 

other parents in new ways. They can exchange parenting experiences, tips, details and materials, and respond 

to comments. Although the social benefits for single mothers of using social media has been generally 

overlooked, to the best of our knowledge, studies conducted among mothers suggest that social media use 

contributes to a generally high perception of support and empowerment. It may also be equal in effect to the 

support traditionally found in neighbour communities (Lin et al., 2019). Facebook group pages for single 

mothers can help to locate other singles in the area for face-to-face meetings, exchanging advice, relieving 

feelings of isolation and loneliness, answering questions about child care and helping to fulfil emotional needs 

(Lupton et al., 2016).  
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2.3 Internet Use as a Potential Source for Public Services for Single Mothers 

The rapid development of e-government service systems objectively improves citizen access to government 

information and services. E-government promises greater accountability and transparency (Wilson, 2012), 

enhances direct democratic processes and reduces bureaucracy (Zernik, 2017). Accessing e-government 

service provision forms via the Internet is an ‘anytime, anywhere’ resource - as long as access to the Internet 

is available. 

There is ample evidence that e-government services are especially relevant for vulnerable social groups: 

elderly, people with disabilities, and people from low SES (Lines et al., Mosehlana, 2019, O’Sullivan and 

Walker, 2018, Lissitsa and Chachashvili-Bolotin, 2021).  E-government services use creates the great 

opportunity to the disadvantaged groups, as those with the greatest need for interpersonal social services are 

often least likely to have access to adequate human-delivered services. For example, a visit to governmental 

offices can create unnecessary difficulties for single mothers due to their limited mobility, high number of 

working hours, and time spent on child care. Filling out and submitting forms and checking account status or 

eligibility for assistance, discounts and allowances using online services are no longer constrained by physical 

collection or telephony services that may hinder access to service provision. In contrast to submitting a printed 

form, submitting an online form may facilitate detecting data omissions and/or inaccuracies and requesting 

‘corrected’ information before submission, in this way preventing service delays. However, e-government 

usage rates are stagnating on rather low levels and the access of vulnerable groups to e-government services 

still faces various barriers. For instance, scholars note lack of awareness of e-services, low usability of  

e-government websites, lack of government support,  the existence of digital divide and low trust in government 

and in Internet technology (Shah and Lim, 2011, Distel, 2018). As a result, those who experience the most 

problems online also have the most difficulty obtaining high-quality support even when it is available, creating 

an even larger ‘gap’ between those who do and do not need support. In the last decade, Israel has emerged as 

one of the world’s leading nations in the field of online government services (Zernik, 2017). However, despite 

Israeli innovation and advanced technologies, there are significant disparities in Israeli society, and the 

members of vulnerable groups are also the least likely to be able to effectively engage online, either due to a 

lack of digital infrastructure or digital literacy.  

2.4 Research Questions 

RQ1. Is there digital inequality between mothers based on their marital and socio-economic status? 

RQ2. What trends, if any, were observed over time in digital uses among the examined groups? 

3. METHODOLOGY 

3.1 Source of Data  

The current research is based on a repeated cross-sectional study.  We used data which were collected by means 

of Annual Social Surveys conducted by Israel’s Central Bureau of Statistics (CBS) in the period between 2014 

and 2019.  CBS interviewers carried out face to face interviews in the field between January and December of 

each year. The duration of each of the interviews, which were conducted in Hebrew, Russian and Arabic, was 

about one hour. The surveys provide up-to-date information about living conditions and the welfare of the 

population in Israel. The formulation of all the questions used in the study was identical throughout this period. 

3.2 Population and Sampling Method 

The survey pool population comprises the permanent non-institutional population of Israel aged 20 and older, 

as well as residents of non-custodial institutions (such as student dormitories, immigrant absorption centers 

and independent living projects for the elderly). New immigrants are included in the survey population if they 

have been resident in Israel for at least six months. Each year the CBS sample size was about 7,500 persons 

aged 20 and older, representing about 4.5 million people in that age bracket. The response rate was around 
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80%. The sample design involved defining groups based on a combination of three demographic variables: 

population groups (Israeli-born Jews, immigrants and Arabs), age and gender. The expected size of each design 

group was to be proportional to its size in the population. The social survey samples are based on random 

selection and the sampling method enables generalization of the results to the entire Israeli population. 

We created our database using 6 years of CBS Social Survey data (N=43,485).  Our final sample included 

7,040 Jewish mothers1 aged up to 60 years old who have children under age 17, among them 1,046 (15%) are 

single mothers (see Table 1).  

Table 1. Descriptive statistics and t-test results 

   Single Married Total t-value Sig. 

 N 827 4110 4937     

 % 16.8 83.2 
 

    

Dependent variables:  

    Internet use for 

      

Study Mean 0.37 0.38 0.38 -0.791 0.429 

 SD 0.48 0.49 0.49   

Seeking information Mean 0.91 0.95 0.94 -3.721 0.001 

 SD 0.29 0.23 0.24   

Social media Mean 0.89 0.91 0.91 -1.804 0.072 

 SD 0.31 0.28 0.29   

E-government services Mean 0.55 0.62 0.60 -3.384 0.001 

 SD 0.50 0.49 0.49   

Independent variables       

Education Mean 3.02 3.46 3.38 -7.721 0.000 

 SD 1.48 1.31 1.35   

Income per person Mean 2.98 4.08 3.90 -13.669 0.000 

 SD 2.06 2.32 2.32   

Control variables       

Age Mean 43.19 39.85 40.41 11.651 0.000 

 SD 7.51 7.61 7.69 
  

Religiosity level Secular (%) 56.2% 45.1% 46.9% 
  

 Traditional (%) 38.1% 37.7% 37.7% 
  

 Religious (%) 5.7% 17.3% 15.3% 
  

4. RESULTS 

4.1 Segmentation and Descriptive Statistics 

Firstly, in order to address the research questions, we ran a cluster analysis that included five socio-economic 

variables (see Table 2). As a result of the analysis, interviewees were divided into two distinct groups. As Table 

2 indicates, the greatest distinction between the groups (according to F values) was found for income per person 

and education. Those who belong to the first cluster had lower income, education, lower percentage of car use, 

and ownership of a dwelling (and higher living density), compared to the second cluster. We defined the first 

cluster as the “Low SES" group and the second one as "High SES".  

 

                                                           
1 Among the Israeli Arab female population, the percentage of single mothers is estimated at less than 6% (N=86) during the whole 

period 2014-2019, therefore we focused only on Jewish single mothers. 
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Table 2. Cluster analysis findings. Division of the respondents into groups according to the socio-economic variables, 

Mean and F-values 

  

Mean     

Low SES High SES F df 

N 5231 1809 
  

Income per person (NIS) 2,530 6,950 11933.014** 6008 

Education 2.88 4.3 1873.305** 6807 

Current use of car  0.75 0.98 461.264** 7038 

Ownership of a dwelling  0.66 0.81 147.586** 7038 

Household density  1.9 1.55 567.096** 7025 

** p<0.01 

Secondly, mothers were divided, by both marital and socio-economic status, into four distinct groups: single 

mothers from low SES, single mothers from high SES, married mothers from low SES, and married mothers 

from high SES. As Table 1 shows, among single mothers about 80 % belong to low SES, while among married 

mothers this rate was 74%. Low SES single mothers had the highest percent of immigrants compared to other 

groups. Regarding RQ1, the descriptive analysis shows similar patterns of between-group differences for all 

types of digital uses. The highest percentage of digital uses adoption was found among high SES mothers, both 

single and married. The percentage of taking advantage of all types of digital uses among low SES mothers 

was significantly lower. The most disadvantaged group was low SES married mothers. Our important finding 

is that more similarity was found between single vs. married mothers than within groups of single or married 

mothers.  

 4.2 Multivariate Analyses: Predicting Digital Uses 

For a better understanding of the differences between four groups of mothers in digital uses, four logistic 

regressions (predicting four dependent variables) were applied. The findings show that four examined digital 

uses increased over time (see Table 3).  

Table 3. Predicting digital uses – logistic regressions 

  Using for Study 

Model A 

Seeking Information 

Model B 

Social media 

Model C 

E-services 

Model D 

 

B Exp(B) B Exp(B) B Exp(B) B Exp(B) 

Years of 

survey 

0.08** 1.08 0.10** 1.11 0.29** 1.34 0.13** 1.14 

Group 

(compared to 

low SES SM) 

        

Low SES MM 0.05 1.05 0.38** 1.46 0.18 1.19 0.15 1.16 

High SES MM 0.53** 1.69 1.90** 6.69 0.94** 2.57 0.71** 2.04 

High SES SM 0.58** 1.79 0.94* 2.57 0.39 1.48 0.71** 2.04 

Religiosity -0.16** 0.85 -1.07** 0.34 -1.33** 0.26 -0.45** 0.64 

Age 0.00 1.00 -0.01* 0.99 -0.02** 0.98 -0.02** 0.98 

Immigrants  -0.14* 0.87 -0.20* 0.81 0.07 1.07 -0.53** 0.59 

Number of 

children 

-0.10** 0.90 -0.19** 0.82 -0.17** 0.84 -0.01 0.99 

Child aged 6-

17  

0.27** 1.31 0.06 1.07 0.02 1.02 -0.12 0.89 

Center -0.21** 0.81 -0.10 0.90 -0.07 0.93 -0.01 0.99 

Weekly 

working hours 

0.00* 1.00 0.02** 1.02 0.01** 1.01 0.02** 1.02 
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Constant -0.66** 0.52 4.42** 83.04 4.79** 119.73 1.12** 3.06 

Nagelkerke R2 0.057  0.406  0.476  0.160  

Cox & Snell 

R2 

0.041  0.230  0.301  0.120  

* p<0.05** p<0.01         

After controlling for background variables, low SES single mothers had significant disadvantage in all 

digital uses compared to other groups (except for social media for high SES single mothers). The differences 

between single mothers and married mothers from the low SES were insignificant (except the low SES married 

mothers advantage in seeking information). The most advantaged groups in digital uses were high SES mothers 

both single and married. In most regression models level of religiosity, age, and number of children were 

negatively associated with digital uses. In general, immigrants were disadvantaged in digital uses compared to 

Israeli-born citizens. Weekly working hours had a tiny positive significant association with digital uses. Raising 

young children (aged less 6 years old) and living in a centre decreased the odds of using the Internet for study. 

It should be noted that model fit indices for seeking information and social media were substantially higher 

compared to using the Internet for study and e-government.   

Addressing RQ2, we found insignificant interactional effects between the wave of data collection and 

belonging to a group according to family and SES status. Thus, the groups preserve their pace of digital uses 

adoption. These findings thus translate into the assumption that if effective intervention strategies are not 

applied, between-groups gaps will continue to exist.  

5. CONCLUSION 

In the research literature, single mothers are often presented in terms of poverty, disadvantage and exclusion, 

and treated as one of the most vulnerable groups. However, our study revealed heterogeneity within single 

mothers. In order to extend the literature on digital inequality of vulnerable groups, this finding should be 

addressed. We found that digital inequality among  mothers is more likely to be explained by social and 

economic inequality (e.g., social class) (Breen and Breen Jr, 2004) than by difficulties and restrictions of single 

motherhood. One of the most important findings of our study is that we identify the most vulnerable group of 

mothers in terms of digital inequality – the low SES married mothers. Researchers of digital inequality 

traditionally address elderly, low educated, immigrants and minorities, and people with disabilities with low 

SES (Helsper and Reisdorf, 2017, Silver, 2014). However, they overlook the digital exclusion of low SES 

married mothers. As such, this group should be distinguished within the group of low SES women and treated 

properly by researchers and policymakers.  

The current paper is based on data collected between 2014-2019, before the outbreak of COVID 19, which 

may lead to significant changes in the labour market such as digitalization, streamlining of work processes, 

and remote work. Such changes may provide both threats and opportunities for single mothers. Those who 

have yet to acquire digital skills or adopt digital uses may find themselves unemployed and without means of 

subsistence. In light of our findings, low SES single mothers are most likely to face such a situation, which 

may exacerbate their economic and social vulnerability due to their status as the single breadwinner for their 

family. In contrast, those with digital skills and who know how to use the Internet for study, work, 

communication and services consumption may enjoy staying home with their children. Simultaneously, they 

may be able to take advantage of digital uses as a means for empowerment and channel for economic and social 

mobility.  

It is important to mention the limitations of this study, which derive from the CBS social survey database. 

While this study was unique in its use of data collected over time, the data were still cross-sectional. Only a 

single questionnaire item examined each Internet use, so we cannot distinguish what kind of information 

mothers seek online - whether their Internet use for study belongs to formal or informal education as well as 

what social media and e-government platforms they use. The CBS database does not provide information about 

respondent digital skills, which may offer deeper understanding of single mother digital inequality. Further 

research should thus address these issues. 
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CROWDFUNDING SCIENTIFIC RESEARCH:  

A CASE STUDY BASED ON USER RESEARCH 
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Abertay University, Bell St, Dundee, United Kingdom 

ABSTRACT 

Over the years, funding scientific projects have been the responsibility of traditional research funding institutions. Many 

projects were not getting funded due to the difficulties of accessing government funds. Crowdfunding has provided an 

alternative means of providing financial solutions to projects which ordinarily are not of interest to government funding 

agencies and other major funders of research. A crowdfunding platform is an internet-based matchmaker where the citizens 

(the funders) are matched with the researchers who are seeking funds to finance their projects. This paper investigates the 

users of a nascent crowdfunding channel for Social Sciences and Humanities. The users are the Social Sciences and 

Humanities researchers who seek financial support on scientific projects and the funders who are motivated to invest in a 

project. The goal of this research was to find out about the user needs and preferences to help in the decision-making about 

this nascent crowdfunding channel. We utilized the mixed method of research design to collect both qualitative and 

quantitative data about the users and their needs. This included codesigning work and a Europe-wide questionnaire.  

The outcome of this work was formalized in a set of practical recommendations for the new crowdfunding channel. 

KEYWORDS 

Crowdfunding, Crowdfunding Platform, Scientific Research, User Experience 

1. INTRODUCTION 

Crowdfunding is an innovative practice where many people fund projects by giving small sums, using  

internet-based platforms. Crowdfunding clearly is an increasingly important practice in our digital society. 

According to Calic (2018), crowdfunding is a process of sourcing small contributions from many individuals 

to support a proposed idea through an online platform. Crowdfunding can be applied and used in many areas 

which include supporting product development Belleflamme et al., (2013), the creation of artistic projects Dalla 

and Dekker, (2021), in taking stakes in a start-up (Belleflamme et al., 2014). Recently, the potential of using 

crowdfunding for scientific research has been highlighted in the literature, as a novel avenue of funding 

research (Dahlhausen et al, 2016, Sauermann et al, 2019, Vachelard et al, 2016, Wheat et al 2013). 

Traditionally, it is the responsibility of government agencies to fund research projects (Deng et al, 2022). 

However, the difficulties in accessing government-funded projects in many countries made crowdfunding an 

alternative means of providing funding for research projects (Laurell et al, 2019, Moritz and Block, 2016). 

According to some authors, crowdfunding of science could bring a more democratic decision process to 

research by allowing the public to be part of the research they believe in, including curiosity-driven scientific 

research Perlsterin, (2013), and allowing to fund projects which are not funded by public agencies.  

In line with this assumption, the EU TRIPLE project has launched its own crowdfunding initiative, 

crystallised in the creation of a new crowdfunding channel. The project’s aim is to design and develop the 

(https://www.gotriple.eu/) discovery platform for Social Sciences and Humanities (SSH) publications, data, 

and projects. In addition to the core discovery services, GoTriple discovery platform has several innovative 

services including a trust-building system, an annotation tool, a crowdfunding solution, a recommender system, 

and a visual search interface. Alongside the creation of the main platform, research was conducted for setting 

up the GoTriple innovative services, which included research for a tailored crowdfunding channel dedicated to 

SSH projects. It is this work on crowdfunding we are concentrating on in this paper. 
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One important consideration is that in the crowdfunding landscape, one could identify three main types of 

actors: the funders (people giving money), the people proposing a project, (researchers in the case of science, 

inventors, etc.), and the crowdfunding organisations (the intermediary platform). Much focus in the literature 

has been on the motivations of funders and why they decide to give money to a specific project or endeavours. 

Similarly, a significant amount of research has been devoted to understanding how to set up a specific 

campaign, i.e., the point of view of those proposing a project. However, there is comparably less research 

focused on crowdfunding organisations. Particularly, on the challenges that creating a new intermediary 

approach may entail and what knowledge is important to acquire to create a new crowdfunding initiative, with 

a focus on the crowdfunding of science and SSH more specifically. 

To address this and answer the main research problem of “what elements should be taken into account when 

creating a new channel for the crowdfunding of research, with a focus on SSH?”, we have designed research 

encompassing two different studies: 1) a codesign study conducted with both potential funders as well as 

proposers (i.e. researchers) and 2) a Europe wide questionnaire aimed specifically at funders. With both 

activities, our goal was to provide knowledge to address the practical problem of setting up a new intermediary 

for SSH crowdfunding with a major focus on the users.  

In this context, the users of the crowdfunding platforms are people who either put money into a project of 

their choice or researchers who seek funds to carry out a project. These individuals are further explained in this 

study as the crowdfunding stakeholders. With the codesign, our goal was to gain some qualitative and 

experiential insights allowing us to discuss directly with participants. The questionnaire instead was designed 

to have potentially a broader overview. In any case, both activities were functional to the goal of the research. 

The analysis of the data generated by both studies resulted in a series of recommendations for the project and 

in influencing the decision-making about the crowdfunding initiative. 

2. REVIEW OF RELATED LITERATURE 

This literature review will focus on previous findings regarding scientific crowdfunding which are relevant to 

inform the design of a scientific crowdfunding platform, followed by a review of the limited findings on general 

crowdfunding from a user perspective. 

2.1 Crowdfunding Stakeholders 

There are three key players involved in the crowdfunding process according to Tomczak and Brern (2013), the 

fundraisers, the intermediaries, and the investors. These were also described by Moritz and Block (2016) as 

capital providers, capital seekers, and intermediaries. Other authors such as Jovanovic (2019) and Petruzzelli 

et al (2019) identified these key players as the project creator, the campaign to be funded, the supporters  

(i.e., the crowd), and the crowdfunding platform. In this research, we refer to these key players as the proposers, 

the intermediary, and the funders. 

2.1.1 Proposers  

The proposers are individuals or organisations seeking funds to carry out a project. Generally, we can 

understand that crowdfunding helps to finance new project ideas (Lehner, 2016). The researcher (as the 

proposers), in the case of the crowdfunding of science, will take the project idea to the crowdfunding 

intermediary which will review the importance of the project and will coordinate the fundraising through their 

crowdfunding platform. According to Mollick (2014), the portfolio/track record of the researcher is important 

as it is a proxy that should signal the quality of the project to be funded. To gain funding, the proposer needs 

to capture the attention of many people by convincing them that the proposed project is worthy of their 

investment (Wheat et al, 2013). The proposer needs to clearly state the problem they are trying to solve and 

how they intend to solve it to enable the funders to understand how their gifts can make a difference  

(Mollick, 2014). If a proposer can demonstrate beyond reasonable doubt how they will address the problem 

with a tangible action plan, potential funders will likely invest in it. 
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2.1.2 Funders 

These are the group of individuals (the supposed crowd) who offer their money to a preferred innovation or 

project. The crowd is the central element of any successful crowdfunding campaign, including for science 

(Mollick, 2014). The funders not only offer their money but also their opinions (Stonko and Henard, 2017). 

Some funders can support the creator’s ideas and strengthen connections with people in their social networks 

without any rewards (Bi et al, 2017). Funders often want to be engaged in the project alongside the innovating 

research, as that experience is typically considered to be a rewarding part of the process (Agrawal et al, 2015). 

As noted by Bi et al (2017), a funder or investor will consider the information provided about a project before 

considering whether to invest or not. 

2.1.3 Crowdfunding Organisation/Intermediary 

The crowdfunding organization, the intermediary, provides the Internet-based platform or the crowdfunding 

platform, normally a website that enables matchmaking between proposers and funders (Agrawal et al, 2015). 

Financial pledges can be made and collected through the crowdfunding platform. The project will be published 

on their website, then the funders can look at the information advertised and decide whether they want to invest 

in the project or not (Bi et al, 2017). So, in simple terms, the crowdfunding platform is a matchmaker between 

the fundraiser and the investor (Belleflamme et al, 2013, Calic, 2018). A study by Hemer, (2011) has 

categorized crowdfunding platforms into four main types: donation-based, reward-based, lending, and equity 

base platform. Crowdfunding of research is normally donation-based (Allison et al, 2015). Crowdfunding 

platforms generally provide two keyways to pitch a project: a narrative and a short video (Mollick, 2014). 

2.2 Crowdfunding Models 

A project or business idea may be appealing to a funder, and they may be interested to invest in such a project. 

The attraction to fund a project may be self-determined to achieve a desired goal and this could be dependent 

on the crowdfunding type/model.  

2.2.1 Reward-Base Model  

In this type of model, funders receive a reward for backing a project (Mollick, 2014). Reward-based 

crowdfunding allows individuals to donate to a project or business with expectations of receiving in return a 

non-financial reward, such as goods or services, at a later stage in exchange for their contribution  

(Calic, 2018, Zhao and Shneor, 2020). The funder may be motivated by the benefit offered.  

2.2.2 Equity-Base Model  

This is a crowdfunding model that allows the funder to invest in a business idea while they are offered equity 

in that business. This model is like selling a stake in a business to several investors in return for investment 

(Moritz and Block, 2016). 

2.2.3 P2P Lending Model 

This is a type of crowdfunding where funds are offered as a loan, with the expectation of some return. In this 

model, Mollick (2014) noted that the lender may be more interested in the social good promoted by the venture 

than any return generated by the loan, thus including patronage model elements as well. According to Allision 

et al (2015) lenders respond positively to narratives highlighting the venture as an opportunity to help others, 

and less positively when the narrative is framed as a business opportunity. 

2.2.4 Donation-Based Crowdfunding or Patronage Model  

This model places the funders in the position of philanthropist and the investor expects no return for their 

donations. Donation-based crowdfunding according to Hemer (2011) is a form of fundraising where backers 

provide funding based on motivations without expecting any form of rewards. This type of crowdfunding is 

different from traditional base fundraising as it provides a way for potential donors to reach people/groups in 

need of help without the constraints of physical distance (Tanaka and Voida, 2016). This is supported by 

Agrawal et al (2015) who noted that donation-based crowdfunding allows greater efficiencies in terms of 

geographical reach. 
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Scientific research can be considered a type of donation-based crowdfunding, as there is usually no tangible 
reward for the funders (Schafer et al, 2018, Mollick, 2014). However, some projects also provide non-monetary 
rewards such as photographs, lab visits, guest lectures, dinners, etc. Sauermann et al, (2019), Mollick, (2014), 
and in these cases, scientific crowdfunding may overlap with reward-based crowdfunding. 

2.3 Crowdfunding from a User Perspective 

In scientific research, crowdfunding has broadened access to resources for groups that have been excluded or 
disadvantaged in traditional funding systems (Sauermann et al, 2019). While there is ample literature on 
crowdfunding Agrawal et al, (2015,) Belleflamme, (2014), Mollick, (2014), especially on the motivations of 
funders Gerber, (2012), we want to concentrate on literature that studied users of crowdfunding platforms.  
A limited number of studies have attempted to explore user needs for the crowdfunding platform and refer to 
more general crowdfunding, rather than scientific crowdfunding. A study by Prom et al (2016) observed that 
the content and interface elements on crowdfunding platforms convey necessary information for the users to 
process. User research on a crowdfunding website in Indonesia identified user needs such as user profile 
customization, receiving information and news through the platform, a variety of payment methods and funding 
model types, and user support for creating campaigns and for campaign marketing (Perdana et al, 2017). In the 
context of equity crowdfunding, user research found that individuals lacked information about financial 
terminology and pay most attention to the risks presented at the top of a risk warnings page (as opposed to the 
bottom), suggesting platforms should present major risk warnings first and provide either a list of technical or 
financial terms to facilitate users’ investing (Prom et al, 2016). A study by Lipusch et al (2021) explored the 
design elements that encourage co-creation (conceptualised as involving feedback and funding) on  
reward-based crowdfunding platforms. They tested the role of three design principles in influencing  
co-creation: the provision of multiple sources of information about the project (e.g., external reviews), 
encouraging funders to express their preferences (e.g., through participatory updates where they can provide 
feedback), and involving funders in product decisions (e.g., through voting on product features). The purpose 
of this research is to seek user preference in the codesign process in setting up a new intermediary crowdfunding 
platform. 

3. METHODOLOGY 

As stated in the introduction, our goal was to gather knowledge for the set-up of a new “intermediary channel” 
- i.e., a new crowdfunding initiative for Social Sciences and Humanities (SSH). For this purpose, we utilized 
both qualitative and quantitative data collection methods as this combination could ensure that the limitations 
of one type are balanced by the strengths of the other. This mixed method design was assumed to enable us to 
gain insights into what matters and in which way it matters to the users-funders when it comes to crowdfunding. 
Moreover, the integration of both methods would help us to gain more insight into answering the research 
questions. For this purpose, we conducted research articulated around two studies: a qualitative and  
design-oriented study (study 1) and a quantitative study (study 2) based on a questionnaire. 

3.1 Study 1 and 2 

In study 1, we collected qualitative data through codesign both one-on-one sessions and workshops. A total of 
19 participants were selected using a purposive sampling technique: 9 participants took part in the workshops 
and 10 participants took part in one-on-one interviews, see Table 1. In study 2, quantitative data was collected 
through an online questionnaire. A total of 586 respondents took part in study 2, see Table 1. To facilitate  
an Europe-wide response, the questionnaire was prepared in English and then translated into six other 
languages. We utilized a snowball sampling method in reaching out to the audience. The questionnaire 
contained largely Likert scales aimed at measuring the perception of respondents on specific issues, such as 
the kind of project respondents would be willing to fund or questions about what should happen after the 
funding. The questionnaire data were analysed with descriptive statistics. Later in the presentation of results of 
the results, we will assume that the positive response is the sum of the positive items of a Likert scale (e.g., the 
sum of “strongly agree” and “agree” responses), whilst the negative response is the sum of the negative items 
of the scale (e.g., the sum of “strongly disagree” and “disagree” response). 
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Table 1. The number of participants for the workshops, interviews, and surveys 

User Workshop One-on-One interview Survey 

Funder 4 5 586 

Proposer 5 5 – 
Total number of participants 9 10 586 

4. FINDINGS 

4.1 Study 1 

4.1.1 Why Do Funders Invest in Crowdfunding Projects? 

Participants in the workshops explained that the reasons they had made donations in the past were based on 

having empathy with the crowdfunding cause, and this made them feel that donating would have a positive 

effect on the common good. This is in line with Belleflamme (2013) who believe that funders are motivated 

when they felt that they were contributing because of the project cause. 

4.1.2 What Would Guarantee the Quality of a Project? 

Participants mentioned that proposing researcher should collaborate with researchers from other institutions 

and ensure that researchers have sufficient expertise in the chosen topics. Receiving recommendations from 

other researchers about the quality of the projects was seen as important. Moreover, ensuring high ethical 

standards and open access were also seen as relevant. The proposal should show the profile of the person 

responsible for the project with a good description of the proposed methodology and expected outcome.  

A researcher should show transparency about what the funding will be used for/how exactly the money will be 

spent using accessible language. Researchers should also show similar projects concluded, disclosing any 

conflict of interest, and show a calendar for the follow-up (disseminating results). Researchers prefer a platform 

with a guide on how to put together a good proposal giving a clear description of whom the target audience is 

going to be. 

4.1.3 How Would Funds Be Managed?  

The researcher agreed that the researcher’s institution should manage the fund or via an associated bank account 

where movements can be traced by funders. Another suggestion is by using a virtual ‘wallet’ created via the 

platform. Researchers should provide a quarterly report on how money was spent. The research should as well 

be peer-reviewed. 

4.2 Study 2 

4.2.1 What Type of Research Are Potential Users More Likely to Support?  

In the questionnaire, we asked what projects would be of interest to participants. The rationale for this data was 
to obtain knowledge for prioritizing decisions on the initial projects that could appear on our crowdfunding 
channel, especially during an initial bootstrapping phase. The proposed statements did not focus on research 
topics but rather on various aspects that could compose a project proposition, including the nature of the 
proposers, the impact of the project, and aspects of direct interest for potential funders. The results in Figure 1 
show a strong positive response to the statement on willingness to fund projects that have a clear social impact 
(S1_societal_impact), with 85.8% positive responses. Of relevance are projects that are local to the 
geographical area of the funders (with a positive response at 60.9%, S1_geographical_area) and projects that 
see the involvement of civil society partners (at 61.8% of positive response, S1_civil_society). An interesting 
consideration is in relation to risks, respondents regard slightly more favourably projects which carry low risk 
(and are less ambitious, S1_low_risk_projects with 41.6% of positive response) than high-risk and more 
ambitious projects (S1_high_risk_projects with 33.4% of positive response). The question with the lowest 
positive response (and the highest negative) is the one on whether people would prefer to fund projects 
proposed by a university in the area where they live (S1_University_my_area with just above 20% positive 
responses and 43.3% negative). Perlsterin, (2013) mentioned that projects are supported based on their impact. 
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Figure 1. Projects of interest, that participants would be more likely to fund 

4.2.2 What Are the Expectations of Users After the Project Conclusion? 

In the questionnaire, we also asked respondents to tell us what should happen after the end of funding. This is 

an important component of success for crowdfunding. Results are presented in Figure 2. Respondents provided 

a strong positive response to the question about being informed of the project completion 

(A1_project_completed) with 95.5% of positive responses. Clarity on the ethical implication 

(A1_ethical_implications) of the project also is significant to note with 93.9% of positive responses. Three 

other statements received positive responses above 90%, the ones related to the acknowledgment in 

publications that the project was crowdfunded (A1_acknowledge_crowdfunded); the possibility to receive 

information about the progress of the project (A1_progress_information); the importance of the data collected 

by the crowdfunded project to be released as open data, where possible (A1_data_open). Two statements 

received if compared to the previous ones, relatively low positive responses (nonetheless still above 50%).  

The first one is the statement asking participants if they would be interested to be involved more in a project 

(e.g., as citizen scientists) (A1_involved_more) at 62.1%. The other statement was asking whether respondents 

would be interested to discuss the results of the project with the researchers (A1_discuss_results). This presents 

57.3% of positive responses. 
 

 

Figure 2. Expectations of users after the project 

5. RECOMMENDATIONS/DISCUSSION 

The results from studies 1 and 2 were formalised in a set of recommendations for setting up the GoTriple 

crowdfunding SSH channel. The results revealed that funders believe that projects with societal impact, 

especially projects that focus on the common good, should be promoted. Therefore, a first recommendation 

would be for the new channel to prioritize projects with clear societal impact. It was clear from the results they 

need to prioritize during the bootstrapping phase of the new crowdfunding channel, projects which are  

team-based rather than individual-based. Moreover, a further recommendation was to prioritize projects which 
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carry low risks but that can reach their objectives, rather than risky projects. This may help build trust toward 

the platform and its capacity to deliver on the projects promoted in the platform. Whenever possible, it should 

be a condition of the publication of the project on the crowdfunding platform, that the researchers should make 

their data open at the end of the project (once the relevant publications have been completed). It was also clear 

the need to accompany the project proposal with reference letters and to include with the project an ethical 

statement. These were additional recommendations formulated by this research.  

The results of this research have provided the project team with important material for setting up a new 

crowdfunding channel for SSH. This channel (https://wemakeit.com/channels/operas) is now managed by 

OPERAS, the Research Infrastructure supporting open scholarly communication in the social science and 

humanities. GoTriple is one of the OPERAS services. To date, two projects have been successfully funded 

through the OPERAS crowdfunding channel. 

6. LIMITATIONS OF THE STUDY 

6.1 Study Focus 

This study focused on understanding the needs and preferences of users on a research-based crowdfunding 

platform with a focus on deriving recommendations for setting up a new crowdfunding channel initiative for 

SSH. As users of other platforms differ in their aim of investing in a particular project, this study should be 

repeated on other types of crowdfunding to understand the differences or similarities of users’ needs and 

preferences of those crowdfunding types. 

6.2 Sample Size (Qualitative Data)  

One of the limitations of this study was the number of participants that took part in the workshops and  

one-on-one interviews were relatively small and may not necessarily be a good representation of the study 

population. However, in codesign, it is common to work with a small sample to derive insights. 

6.3 Sampling (Quantitative Data) 

Another limitation of this study is the distribution of the study sample of the quantitative data. The sample 

consisted of more researchers although we collected a reasonable quantity of data from the public, we believe 

that this may likely have an impact on the results. The distribution of the questionnaire was through the 

project’s social media network. This medium may have attracted more researchers to take part in the study as 

the researchers have more of their colleagues in their contact. 

6.4 Implications of the Study/Future Work 

The result of this research has revealed that the interface should be able to convey transparency about the 

potential research project, the funding, and how it will be managed. Additionally, the result of the quantitative 

survey revealed several important insights from the funder’s perspective and preference for low-risk projects 

and the need to receive regular updates about the research progress and findings. Future work should 

concentrate on the participants of the projects piloted with the new crowdfunding channel. This will help us 

understand what works and what could be improved in the new solution. 
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ABSTRACT 

An efficient citizen identification system is fundamental in the context of the digital economy, both for the citizen and for 

the state as a public service provider and promoter of social justice, as there will be no justice without a correct identification 

of the actors, with the risk of penalizing the innocent and glorifying the ceremonious (Hoover, 1972). 

The Mozambican Citizen Identification System (CIDS), based on the Information and Communications Technologies 

(ICTs) potentials, is being improved, therefore, the purpose of this article is to describe the current situation, its problems 

and forward some ideas to overcome the current problems, based on the Working Systems Theory (WST) (Alter, 2008).  

Therefore, at the end of the article, recommendations are presented focused on the rationalization of the identification 

system, aiming at proposing a Conceptual Model that maximizes the ICT potentials, interoperable and working system. 

KEYWORDS  

Citizen, Citizen Identification, Interoperability, Electronic Governance, Working Systems 

1. INTRODUCTION 

Currently, most goods and services are made available using ICTs, through Electronic Governance (e-Gov), 

so, an indisputable identification of the main actor, the citizen, is essential. The CIDS are crucial tools for 

achieving Sustainable Development Goal (SDG), as stated in SDG#16.9 - to “provide legal identity for all, 

including birth registration” by 2030 and is a key enabler or contributor to many other SDG targets, such as 

financial and economic inclusion, social protection, healthcare and education for all, gender equality, child 

protection, agriculture, good governance, and safe and orderly migration (Dahan & Gelb, 2015). However, 

there are still more than one billion of people without proof of identity (Desai et al., 2018), so it is important 

that government and other players to take actions in CIDS and the appropriate conceptual model suitable for 

each reality is fundamental. 

The Mozambican CIDS is comprised of various sub-systems that work as an “island”, that is why it is worth 

conducting a study to propose a working Citizen Identification Conceptual Model in the context of e-Gov, 

which will respond to current and future challenges, because a well-structured identification system, conceived 

in a holistic approach, triggers the reduction of harmful aspects to the Public Administration, as it is the case 

of corruption and organized crime, which causes a lot of harm in many nations. 

 The research question is: What is the appropriate Model of the Citizen Identification System (CIDS) for 

Mozambique? This question directs the focus to  the research of  the conceptual aspects of Management 

Information Systems (MIS), contemplating the organizational, social and technological aspects, based on the 

work system Theory (Alter, 2013). To answer the research question, the study could be directed towards one 

of the following options: (a) developing several alternative models of CIDS, based on the best practices and/or 

based on principles theorists; (b) guide the study in an incremental development perspective, where the 

problems of the current Model are described and, based on the techniques of normalization of processes and 

the specificities of the Mozambican reality (case study), build the solution leading to the Proposed Model. 

Considering the object of the study and, given an analysis of the strengths and weaknesses of each one, the best 

option for the nature of the research matter is the second one, incremental development, as it allows a better 

understanding of the model to be developed, as it results from the cumulative resolution of the problems 
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identified using scientific abstraction according to the selected methodology, visualizing the benefits of the 

model, thus facilitating the involvement of stakeholders and the ownership of the proposed model. The research 

methodology adopted to answer the research question is Design Science Research (DSR), as it allows rigor and 

precision in the description of facts, advocates the design of artifacts, which responds to the need to propose a 

Conceptual Model of CIDS for Mozambique  (Hevner et al., 2004).  

The purpose of this article is to describe the current situation of the CIDS, its problems, and propose a 

working Conceptual Model under the WST perspective. That is why the article structure includes introduction, 

some concepts, methodological aspects, description of the current system, its problems, proposal of the model, 

and towards the end, the conclusions and recommendations.  

2. FUNDAMENTAL CONCEPTS  

After the introductory notes, and for a better framework of the study object of the article, as well as for the 

reader´s better understanding, this section conveys a concise bibliography review about some concepts 

addressed in the article.  

2.1 Citizen Concept  

Among several studies about citizenship concept, there is a common understanding that the concept remotes 

to classic antiquity and to the French revolution, in 1789, when there was an increase in citizenship awareness, 

which advocated the effective participation of an individual in a given community, according to the rights and 

obligations established in that community (Palazzo, 2021).  

Since then, nations incorporated in their constitutions and/or ordinary laws, the concept of citizenship. As 

an example, the Republic of Mozambique Constitution, establishes that man and woman are equal before the 

law within the political, economic, social and cultural domain("Lei 1/2004," 2004). 

Therefore, a citizen can be defined as a set of rights and obligations (or duties), which allows the citizen to 

engage in political, social, cultural and economic activities (Furtado, 2010). In the context of identification 

system, the citizen concept is broad-ranging, and defined in two perspectives, namely, (a) citizen as a simple, 

singular person and, (b) citizen as a singular, complex person(Maculuve & Amaral, 2022).  

2.2 Citizen Identification 

Identification is the consistent image of the subject about himself, formed by abilities and beliefs, which is 

built throughout life, being particularly active during adolescence (Santos, 2013). 

By definition, identification is the action and effect of identifying and being identified, and it is related 

identity, which is the set of personal characteristics of a person or community in relation to other (Amicci, 

2015). Several identification methods (name, photography, ferrite, tattoo, dental arch, mutilation, 

anthropometry, papilloscopy, among others) have been developed and adopted over time to ensure undisputed 

identity and the use of papilloscopy, commonly known as biometry, proved effective, and with the evolution 

of technology this identification method is being consolidated with usage of smart cards  

(Maculuve & Amaral, 2022).  

2.3 Electronic Governance (e-Gov) 

E-Gov is the process of modernizing the governance using virtues of the ICT, allowing: (a) production of 

better-quality information; (b) improved access to services (public and private); (c) increased opportunities in 

civic and democratic participation; (d) more effective and efficient and less costly and more accountable of 

Public Administration. Therefore, e-Gov can be defined as the use of ICTs to promote governmental efficiency 

in providing public goods and services less bureaucratized and more cantered in the citizen, both within 

government to government (G2G) and between government the economy (G2B) external relations and from 

the government to the citizen (G2C) (Gartner, 2000).  
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2.4 System Interoperability 

In the knowledge economy era (where internet is the driving force in institutional business), information from 

several sources and using different technologies, requires dialogue between different systems in a timely, 

secure and comprehensive manner, without jeopardizing the desired results (Marques, 2021).  

Interoperability can be defined as the information and services exchanged, in a coherent manner, between 

systems and allows for the replacement of used component or product in the interconnection point without 

compromising the functionality of the system (UK-Governament, 2000). 

Interoperability comprises 3 dimensions, namely, (1) organizational; (2) semantics; and lastly  

(3) technology (ENAP, 2015). Interoperability require a paradigm shift from isolated to integrated systems 

based on business rules where several systems obey  a set of business rules (procedures and actions) in order 

to yield harmonized results. Thus, in the case of integrated systems, each system belonging to the architecture 

must obey the rules on how to produce harmonized results, resulting from normalized processes within 

organizational environment. Figure 1 illustrates the process of paradigm shift. 

 

 

Figure 1. The movement from Island Systems to Integrated Systems 

For an effective interoperability, it is important that (Mesquita & BRETAS, 2010). (a) Systems must be 

based in open standards; (2) services and components of reusable systems must be in the same architecture.  

The Service Oriented Architecture interoperability (SOA) define a set of the best practices of the business 

processes. In figure 2 they are designated Rules Engine, where a set of procedures and actions (which will be 

common services being shared with different systems and/or with other organizational partners, within the 

scope of e-Gov) are normalized, aiming at a common understanding. Therefore, the interoperability service 

oriented architecture emphasizes business processes and the entities being served, and not the specific 

technology. Figure 2 illustrates the architecture oriented to services, pointing to the interconnection between 

different systems of a given organization and different networks from partners, who need to share a variety of 

business processes (services) within the scope of e-Gov. 

 

Figure 2. Service oriented architecture in the context of e-Gov 

2.5 The Concept of a System 

Considering that the article is devoted to the citizen identification system, it is relevant that the concept of 

systems is correctly understood, because, most of the times the term system is considered a technological 

solution or a software that operates in a given infrastructure (hardware). 

The system can be defined as a group of people, procedures and technology, which, as a whole, can achieve 

a goal, in a socio-technological context, that is, the organizational, and social issues, as well as the surrounding 

environment must be considered in the definition of the system concept (Trauth et al., 2006). According to the 

WST perspective, the system is working if it provides services for which it was conceived for (Alter, 2008). 
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3. METHODOLOGICAL ASPECTS 

The study aims to answer the following research question: What is the appropriate Model of the Citizen 

Identification System for Mozambique? Regarding the nature of the investigation,  a combination of exploratory 

and descriptive was adopted (Diana, 2022), since the object of the study is CIDS for Mozambique, in a 

perspective of the evolution of the current model, combined with the nature of investigation, the research 

strategy adopted was a Case Study, because (Yin, 1994): (a) the study in question is knowledge obtained from 

experience and observation of facts relating to the functioning of the current CIDS model in Mozambique;  

(b) concerns about CIDS are a contemporary phenomenon for the world in general and for Mozambican society 

in particular; (c) the functional constraints of the Mozambican CIDS are a phenomenon that happens in real 

life in Mozambican society; (d) the scope is well delimited and stakeholders are also clearly identified. 

Once the nature and research strategy had been defined, the Design Science Research (DSR) methodology 

was selected as appropriate to answer the research question, on the following grounds (Hevner et al., 2004): 

(a) it allows for rigor and precision in the description of the facts; (b) advocates the design of artefact’s, which 

responds to the need to propose a Conceptual Model of CIDS for Mozambique; (c) ensures the involvement of 

people, organizations, processes and procedures. The problem that is intended to be solved with the Conceptual 

Model of CIDS, requires the creative and cyclical involvement of people, organizations, processes and 

procedures, within in an organizational environment. 

Figure 3. summarize the methodological aspects for the present study, to answer the research question. 

 

 

Figure 3. Summary of methodological aspects 

Following the DSR methodology the research process carried out as follows: (a) Carry out a bibliographical 

review on the various concepts related to CIDS, which corresponds, in DSR methodology, the use of the 

Knowledge Base, for the resolution of the identified problem; (b) Collection of information in the various 

sources on CIDS both in Mozambique and in some countries, specially selected, this process, in DSR 

methodology, it fits into the component of studying the environment, where the people, organizations and 

technologies with the identified problem are. Therefore, the space where the phenomenon under study is 

observed; (c) In addition to collecting data from various documents that govern the Mozambican CIDS, the 

data collection strategy included interviews and discussions in focus groups. 

The scope of study was limited to the CIDS subsystems that allow citizens to exercise or fulfil their 

constitutional rights and duties. In this line of action, the following entities were identified as main stakeholders 

(a) Ministry of Justice, which deals with the Birth Registration subsystem; (b) Ministries of the Interior, which 

manages the Civil Identification subsystem; (c) Ministry of National Defence, manager of the Military 

identification subsystem; (d) Technical Secretariat for Electoral Administration (STAE), responsible for 

managing the electoral identification subsystem; (e) National Institute of Terrestrial Transport (INATRO) 

manages the Driver identification subsystem, it should be noted that although this identification is not for the 

fulfilment of constitutional rights and duties, it only enables the citizen to driving motor vehicles, was included 

in the study due to its relevance in the CIDS, for Mozambican context; (f) Tax Authority of Mozambique, 

manages the fiscal identification subsystem; (g) Ministry of Health, manager of the Health identification 

subsystem; and, (h) National Institute of Social Security (INSS), is responsible for the Social Security 

subsystem. 

Discussions in focus groups began, first with main stakeholders and then with other stakeholders. For this 

propose, a working group was formally created by the Minister of Science and Technologies involving all main 

stakeholders, with mandate and deadline (MCT, 2006). To support working group as well as to ensure that the 

assessment process included all those interested in the CIDS, an Advisers Group was created, consisting of 

high-level personalities who represented different institutions, namely, Judges, Member of parliament, top 

managers of various institutions, religious leaders, members of political parties, among others. 
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The outcome of  the working group was adopted by Mozambican Government, such as: (a)  adoption of 

Unique Citizen Identification Number (NUIC) ("Lei 12/2018," 2018); (b) new format of ID (BI)based on 

biometric which allow the citizen to access the BI on birth ("Decreto 11/2008," 2008); (c) new format of 

Passport based on biometric data ("Decreto 13/2008," 2008); among others.  

Phenomenology, or rather, the experience and knowledge of the Mozambican reality was the object of 

analysis and consideration in the data collection process, which fits perfectly into the investigation strategy, 

Case Study (Yin, 1994). 

4. IDENTIFICATION SYSTEM OF THE MOZAMBICAN CITIZEN, 

CURRENT SITUATION 

This section presents a summary description of the current citizen identification system, aligned with the two 

perspectives of the citizen concept from the point of view of identification system. 

4.1 The Citizen Identification: Singular Simple and Pure Person 

The citizen identification in this perspective includes the following subsystems: 

(a) Civil Registration, which deals with management of birth registration. From this subsystem, the citizen 

acquires the following documentation ("Lei 14/2020," 2020): (a) Birth Bulletin, assigned to the citizen at birth 

by the health authorities, sometimes, even before a name is given (innominate), resorting to the parents 

identification;  (b) Birth Certificate, assigned to the citizen during born registration  and it is the basis for 

acquiring subsequent identification papers, namely, the ID, Passport, among others; (c) Personal Ballot equally 

assigned during registration, which should have been used to register other events within the citizens’ life cycle. 

(b) Civil Identification, a subsystem that stores the data base about the national or  naturalized (who acquire 

Mozambican nationality) citizens and the documents resulting from that subsystem are: (a) ID document (BI), 

assigned at birth, based on the birth registration documents (Bulletin, Certificate or Ballot) ("Decreto 11/2008," 

2008); (b) ID for Foreign Residents (DIRE), assigned to foreign citizens with a residence permit ("Decreto 

12/2008," 2008); and, (c) Passport (travel document), assigned to a citizen with the need to travel abroad, at 

any time, upon presentation of the birth registration documents or BI or DIRE ("Decreto 13/2008," 2008). 

4.2 Citizen Identification: Singular Complex Person 

The citizen identification in this perspective includes various subsystems, namely: 

(a) Health, keeps citizens´ database from public hospital units, assigning them a Patient Identification 

Number (NID), in order to access the clinical process; 

(b) Fiscal, keeps citizens´ database to ensure compliance with tax obligations, the essential of this 

subsystem is the assignment of the Unique Number Tax Identification (NUIT). 

(c) Military, keeps database from national citizens above 18 years old, eligible for military service and for 

those who are already serving the military or are in the military career. The subsystem assigns two documents: 

(a) Military Ballot; and (b) Militar Identification Card 

(d) Electoral, keeps database from citizens with electoral capacity, and the document in this subsystem is 

the voter card;  

(e) Drivers´, keeps database from citizens enabled do drive automobile vehicles, and the document in this 

subsystem is the Driver’s License.  

(d) Social Security, keeps database for social security purpose (contributors e beneficiaries), resulting in 

the creation of two identifiers, namely: (1) Contributor Identification Number (NIC); e (2) Beneficiary 

Identification Number (NIB). Figure 4, summarize the Mozambican citizen identification system. 
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Figure 4. Macro vision of citizen identification system 

As illustrated in figure 4, each subsystem maintains its processes and database, producing the respective 

documents in isolation, in a sort “island” system.  There are cases of databases of the same subsystem, for 

example, Civil Identification subsystem, working in isolation way (one for BI issuance and another one for the 

issuance of passports (travel documents) and DIRE).  

Table 1. Macro Vision of subsystems attributes 

 

Each one of the identification subsystem holds its own set of attributes. In Table 1, we present a macro 

vision of the different subsystems attributes. As shown in table 1, many attributes are repeated in several 

subsystems, some of which, in the case of biometric data (which is being collected in the civil identification 
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Subsystem under perspective of citizen as natural simple and pure person 

1.  Birth bulletin • • • • • • • X • X X X X • • X X • • • X X X 

2.  Personal Ballot • • • • • • • X • X X X X • • X X • • • X X X 

3.  Birth certificate • • • • • • • • • • • • X • • X X • • • • X X 

Subsystem under perspective of citizen as natural complex person  

4.  Identification Document • • • • • • • • • • • • • • • • • • • • • • • 

5.  Identification Document for Foreign Residents (DIRE) • • • • • • • • • • • • • • • X • • • • • • • 

6.  Passport/Traveller Document • • • • • • • • • • • • • • • X • • • • • • • 

7.  Military Identification • • • • • • • • • • • • X • • • • • • • • • • 

8.  Electoral Identification • • • • • • • • • • • • • • • X • • • • • • • 

9.  Drivers´ Identification • • • • • • • • • • • • • • • X • • • • • • • 

10.  Tax Identification • • • • • • • • • • • • X • • X • • • • • X X 

11.  Health Identification • • • • • • • • • • • • X • • X • • • • • X X 

12.  Social Security Identification • • • • • • • • • • • • X • • X • • • • • • • 
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subsystem, drivers´ identification and electoral subsystem) have high maintenance costs. The subsystem does 

not have a common identifier (the attribute document number are not uniform). 

According to the description of the current system, it is understood that the citizen life cycle in the 

identification system, as illustrated in figure 5, begins with a new birth registration or a request for nationality 

or permanent visa residency, going through several stages (qualities) that the citizen acquires throughout its 

life cycle, specifically, as a health system user, as a tax payer, as a voter, as   a potential military, as a driver, 

as a social security tax payer and/or beneficiary. It also involves change in marital status, and many more, until 

the end of the citizen´s life cycle, the death, implemented in legal relations through issuance of the Death 

Certificate or when a foreign resident leaves permanently the country ("Lei 14/2020," 2020).  

Apply
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Birth Certificate

Birth Bulletin
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Other subsystems   

Death Certificate

Driver Voter Traveller
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MilitaryHealthMatrital Status

Others 

Status

Figure 5. Simplified vision of the citizen life cycle under the identification point of view 

A high-level analysis of the life cycle, figure 5, combined with the analysis of table 1, points to the need 

for simplification and rationalization of the civil registration subsystem, being able, for example, to eliminate 

some documents currently issued, namely, Birth Bulletin and Personal Ballot, as they have repeated 

information similar to that contained in the Registration Certificate. Therefore, out of the 3 it would be enough 

to keep one, the Registration Certificate. 

5. CHALLENGES OF THE MOZAMBICAN IDENTIFICATION SYSTEM 

After a brief exposure of the current system in the previous section, we bring up a critical analysis of the current 

system. The strategic use of ICTs is an opportunity for governments to focus their attention on the citizen, with 

the aim of providing them with goods and services in a responsive manner (available, timely and secure) 

according to their needs. 

In legal terms, in Mozambique, the birth registration is mandatory and free of charge within 180 days after 

the citizen´s birth ("Lei 14/2020," 2020). However, many children, particularly in rural areas are not registered 

at birth, due to many reasons, mainly, (1) lack of parents awareness about the importance of the registration 

(they request it when the child is applying for school for the first time); (2) for some parents the name 

assignment is anticipated by traditional rites, which delays the registration; (3) The coverage of the 

infrastructure for providing the birth registration service is limited. 

Legally, a Mozambican citizen has access do the BI at birth, upon presentation of birth registration evidence 

("Decreto 11/2008," 2008). Nevertheless, this right is affected due to lack of registration at birth, with long 

lasting impact in their lives, mainly in rural areas, because it prevents them from exercising their rights, such 

as, access to educational system, among others.  

Each institution collects, processes, stores and manages citizen´s data, without observing standardization 

principles, resulting in duplication of records within several subsystems, consequently, a positive identification 

of the citizen becomes complex and waste generators.  

The exchange of information between different subsystems is manual, and the citizen acts like a facilitator 

of the process, providing information about changes on its registry along their life cycle, making it difficult 

and complex the development of new public services.  

Lack of interoperability between identification subsystems, forces the citizen to go to numerous government 

institutions to request for identification documents, prompting high levels of bureaucracy and high cost for the 

citizen and the state. 

Each institution, which manages citizen´s identification system, spends many resources (human, material 

and financial) to maintain common citizen data, a situation that can be avoided if there was interoperability. 

Majority of the documents generates form the identification subsystems lack common and unique identifier 

of the citizen. In an incipient phase, the BI number is being included in the documents of other subsystems 

such as Passport, Voter Card and Driver's License, but this practice is still not producing the desired effects 
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because the processes of these subsystems are not standardized and do not use the BI number as a systems 

common “key” (Information system primary key).  

Most of the systems do not include biometric data, putting at stake the principle of undisputable identity. 

The registration content and attributes ‘structure is variable, because there are no standards to define formats 

and/or structures of the identification system (example: name format, date of birth format, among others).  

The current situation regarding dispersed management of citizen identification highlights the insecurity of 

the current documentary file about the citizen´s data, placing the country in an inevitable challenge of  

re-thinking and re-structuring, at all levels, the citizen´s identification system.  

In view of this reality, it is essential to carry out a study that culminates in the proposal of a Conceptual 

Model of the CIDS suited to the Mozambican reality, with a view to enabling the Mozambican citizen for the 

digital economy. 

6. MODEL PROPOSAL 

The current trend for the citizen´s identification systems is moving from traditional way to electronic (e-ID) 

and usage of smart cards, thus, allowing portability of necessary information for the citizen´s undisputable 

identification, as well as the accessibility to digital services.  

According to figure 5, the life cycle of the citizen, evidence the need to rationalize the civil registration 

subsystem and a correct interconnection with other systems, to ensure citizen´s data integrity throughout its 

life cycle, in a perspective of a working system(Alter, 2008). 

The development of CIDS must be in line with 10 principles, namely (The-World-Bank-Group, 2021):  

(a) Principle #1- ensure universal access for citizens and free from discrimination; (b) Principle #2-Remove 

Barrier, direct and indirect costs, information asymmetry, gaps in access to technology and inclusion at birth 

must never constitute a barrier to citizens accessing, using and obtaining legal identity; (c) Principle  

#3-Establish a trusted identity (unique, secure and accurate); (d) Principle #4-Create a responsive and 

interoperable platform; (e) Principle #5-use open standards to avoid dependence on technologies and suppliers; 

(f) Principle #6-protect privacy and personal autonomy in system design; (g) Principle #7-ensure financial and 

operational sustainability; (h) Principle #8-protect personal data, maintain cybersecurity and protect citizens' 

rights through a comprehensive legal and regulatory framework; (i) Principle #9-establish clear institutional 

mandates and accountability procedures; (j) Principle #10-ensure legality and trust through independent 

oversight and grievance resolution mechanisms. 

Given the current reality and taking into account current and future challenges, as well as trends in 

identification systems, a Conceptual Model is proposed as systematized in figure 6.  

The proposed Model take in consideration the following assumptions: (1) effective adoption of the concept 

of the Single Citizen Identification Number (NUIC), as a “unique key” for all citizen identification subsystems 

("Law 12/2018, of 4 December," 2018); (2) reduce the Mozambican CIDS to 3 subsystems, with harmonized 

and interoperable processes based on the NUIC, namely: (a) Civil Registry; (b) Civil Identification; and,  

(c) Driver Identification; (3) the citizen identification system would be limited to issuing 4 types of documents, 

namely: (a) BI; (b) DIRE; (c) Passport (Travel Document); and, (d) Driver's License; and, (4) the Registry 

Certificate would be maintained, as an intermediate document for the certification and/or updating of citizen 

registration events in their life cycle; (5) Adhere to at least 8 out of the 10 principles, specifically principles 1, 

2, 3, 4, 6, 7, 8 and 9 (The-World-Bank-Group, 2021).  

Accordingly, to the proposed Model, the current identification subsystems of the military, electoral, fiscal, 

health and social security, that allow the citizen to exercise its constitutional rights and duties, will no longer 

be identification subsystems and become processes by which the citizen participates, and are interconnected 

with the CIDS through NUIC, with the BI as a core document and in a consolidated stage, it could be clumped, 

for example, the driver´s license and the BI. 
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Figure 6. High level proposed conceptual model 

7. CONCLUSIONS AND RECOMMENDATIONS 

The trend of CIDS is moving to electronic identification system(e-ID), however is crucial to have traditional 

process well-structured based on appropriate and suitable conceptual model according to the WST(Alter, 

2013). 

The e-Gov strategy aims to respond to the following challenges: (1) Focus on the citizen; (2) Transparency; 

(4) Accountability; and, (4) e-participation. However, with an inefficient identification system, as is the case 

under study, it is difficult to achieve this goal.  

There is an effort by the government of Mozambique to implement e-Gov, and since the late 1990s a 

facilitating legal framework has been developed. However, some challenges still persist, namely: (a) The lack 

of sustainable ICT infrastructure; (b) higher population concentration in rural areas with limited access to 

internet and about 39% of the rural population is illiterate, which can compromise the maximization of the 

virtues of ICT (INE, 2020); (c) the inefficient institutional coordination does not allow synergies in the 

implementation of e-Gov projects; (d) the inefficient CIDS, among others. 

Inefficient CIDS makes public administration complex and it poses problems in two dimensions, namely: 

(1) to the citizen, it imposes avoidable costs; (2) to the state, it does not allow the existence of responsive 

information about the citizen identification to assist needs for administrative action. 

The current system does not allow interoperability. Therefore, it is not a working system, as it does not 

produce the results for which it was efficiently designed (Alter, 2008). 

The high-level analysis of the current system reveals the need for restructuring and rationalization, which 

is why the study leading to the implementation of the proposed Conceptual Model is recommended. The 

proposed model will allow citizens to enjoy the virtues of ICTs and access to digital services and for the state, 

it will allow the availability of responsive information for the various needs of administrative action. 

The article describes the current situation of the Mozambican CIDS, its problems and proposes a working 

Conceptual Model, with a view to answering the research question, What is the appropriate Model of the 

Citizen Identification System for Mozambique? The Appropriate Conceptual Model for Mozambique or 

countries with similar socio-economic characteristics is the Model based on the following assumptions:  

(a) based on the NUIC; (b) that is compliant with at least 8 out of the 10 principles established by the World 

Bank; (c) that responds to current and future generations' challenges with regard to CIDS; (d) that allows 

citizens to participate in the digital economy; (e) Interoperable and rationalized as proposed on section 6; 

among others. 

Finally, in addition to the need to detail the proposed Conceptual Model, it seems to us to be justifiable and 

recommendable a future study on the matter in two lines of action, with a view to: (a) Creating an institutional 

basis for management, maintenance and technical control-legal of the citizen identification system, in a holistic 

view, based on a sustainable architecture, which would assume the role of coordinator of the proposed model; 

(b) assess the need to review some legislation to adapt to the model. 

The study becomes relevant because a citizen identification system based on modern architecture that 

responds to the present and future challenges contributes to the public administration modernization, as well 

as to the democratization and promotion of social justice(Hoover, 1972). 
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ABSTRACT 

Artificial Intelligence (AI) is currently one of the most important and contemporary scientific developments in an 

interdisciplinary context. The EU approach to artificial intelligence centres on excellence and trust, aiming to boost research 

and industrial capacity while ensuring security and fundamental rights (A European approach to artificial intelligence). 

Strengthening the promotion of excellence in AI will enhance Europe’s potential to compete globally.  

At the same time, many challenges and problems remain to be solved. The problem addressed in the article is to explore 

and analyse IT and pedagogy students’ attitudes to educational, social and ethical aspects of AI implementation.  

The purpose is to discover and analyse the attitudes of IT and pedagogy students towards the educational, social and ethical 

aspects of AI implementation.  

KEYWORDS 

Artificial Intelligence (AI), Educational, Social and Ethical Aspects, Students, Opinion 

1. INTRODUCTION 

There are numerous definitions of Artificial Intelligence (AI). Some authors (like LeCun, 2022) consider AI 

as “[…] a possible path towards autonomous intelligent agents, based on a new modular meta-cognitive 

architecture and a somewhat new self-supervised training paradigm. The centerpiece of the proposed 

architecture is a configurable predictive world model that allows the agent to plan." The researcher emphasised 

that "[t]he world model uses a new type of energy-based model architecture called H-JEPA (Hierarchical Joint 

Embedding Predictive Architecture). H-JEPA offers hierarchical abstract representations of the world that are 

simultaneously maximally informative and predictable.” (LeCun, 2022). 

According to (Rosenzweig, 2021)  “[…] [w]hen discussing artificial intelligence, or what many prefer to 

call autonomous learning machines, an important distinction must be made, which lies in the word ‘learning’. 

There are many autonomous machines in existence already. While these machines can operate independent of 

human control, they’re not, generally, adaptive. They don’t learn from experience. They don’t adapt to 

unanticipated situations. They only do what they’re programmed to do.” (Rosenzweig, 2021)   

The authors from different countries analyse the educational, social and ethical aspects of AI 

implementation in different dimensions.  

In the study (by Malyshkin, 2019) the author analyses the ethical and religious problems associated with 

the creation and dissemination of artificial intelligence systems, and proposes ways of legally regulating social 

relations related to the use of artificial intelligence (Malyshkin, 2019). 

Other researchers emphasize that “despite the human rights harms of hiring algorithms, the AI ethics 

literature has predominantly focused on abstract ethical principles. This is problematic for two reasons.” (Yam 

& Skorburg, 2021).) In particular, the authors identified: “First, AI principles have been criticized for being 

vague and not actionable. Second, the use of vague ethical principles to discuss algorithmic risks does not 

provide any accountability. This lack of accountability creates an algorithmic accountability gap.”  

(Yam & Skorburg, 2021). 
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“The growth of AI and automated processes often create concerns that the human touch will be removed 

from the health-care delivery process. What the industry is finding, however, is that the opposite is true: AI 

can extend the resources and capabilities of overworked health-care professionals and vastly improve processes 

for medical interventions.” (How artificial intelligence is making health care more human, 2021)  

The aim of the study (Karnouskos, 2022) was to understand a wide range of potential legal and social issues 

by exploring the interplay of law, robots and society from different angles, such as legal, social, economic, 

gender, and ethical perspectives. (Karnouskos, 2022) 

The research (Ziosi, Hewitt, Juneja, et al. 2022) “considers a host of definitions and labels attached to the 

concept of smart cities to identify four dimensions that ground a review of ethical concerns emerging from the 

current debate”. The authors identify and describe: “(1) network infrastructure; (2) post-political governance; 

(3) social inclusion; and (4) sustainability, with a specific focus on the environment as an element to protect 

but also as a strategic element for the future” (Ziosi, Hewitt, Juneja, et al. 2022). 

Cox, A. (2022) describes eight ethical scenarios for AI that have been developed specifically for 

information professionals to understand these issues. The author stressed that “[i]nformation professionals need 

to navigate these ethical issues effectively because they are likely to use AI in delivering services as well as 

contributing to the process of adoption of AI more widely in their organisations.” Cox, A. (2022). 

The ethical risks of employing algorithms using international human rights law as a universal standard for 

determining algorithmic accountability were emphasized by (Yam & Skorburg, 2021). Four types of 

algorithmic impact assessments were evaluated in terms of how effectively they address the five human rights 

of job applicants implied by in hiring algorithms. (Yam & Skorburg, 2021) 

Some issues of Artificial Intelligence in the Social Context were analysed in the video: AI and diversity 

 – the cultural and societal context behind artificial intelligence. “… Terah Lyons is the Founding Executive 

Director of the Partnership on AI, which was established to study and formulate best practices on AI 

technologies and advance the public’s understanding of AI.” (Lyons, 2019). 

The problem of the article is to explore and analyse IT and pedagogy students’ attitudes to educational, 

social and ethical aspects of AI implementation. 

The purpose of the article is to explore and analyse IT and pedagogy students’ attitudes to educational, 

social and ethical aspects of AI implementation.  

The contribution of the paper is to present the result of the research on the analysis of IT and pedagogy 

students’ attitudes towards the educational, social and ethical aspects of AI implementation in one of the Polish 

universities. The conclusions will highlight interesting reflections on the variation of attitudes of IT and 

pedagogy students according to their field of study, age, gender, specialisation, to the subject as well as selected 

aspects of AI implementation and propose some solutions to improve these results. 

The two main hypotheses whose validity is tested in the study are: 

 Students still have a relatively low level of AI competence and this needs to be developed. 

 Students’ perceptions of the possibilities offered by AI and areas of its application differ significantly 

according to their field of study, gender, year of study and previously graduated school. 

2. DATA AND ANALYSIS OF THE QUESTIONNAIRE RESULTS 

This section presents a preliminary analysis of the questionnaire results obtained. The survey was conducted 

in December 2022 and January 2023. Students of the University of Silesia in Katowice, Poland of two faculties 

– Faculty of Science and Technology, Faculty of Arts and Educational Science – were asked to respond. They 

were mainly students of two specializations – Computer Science and Pedagogy. A total of  

103 responses were received. The questionnaire was prepared and completed online. Invitations to complete 

the questionnaire were sent to students of all years of study.  The response rate was about 50%. 

2.1 Sociological Metrics 

In order to study the relationship between student characteristics and knowledge of AI or attitudes towards AI, 

the questionnaire included sociological questions. The sociological characteristics questions and possible 

responses in the questionnaire are presented below:  

 age – <15-18>, <19-21>, <22-25>, <26-30>, >30 
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 name of previous school, university – open question, (optional question) 

 name of current school, university – open question 

 gender – male, female 

 year of study – 1st, 2nd, 3rd, 4th, 5th, secondary school 

 study specialization – e.g. pedagogy, social work, IT, humanities, economics, technical but not AI 

Descriptive statistics on the responses obtained related to sociological metrics are presented in Table 1. 

Table 1. Descriptive statistics on responses to sociological questions 

Age Quantity/ 

Percentage 

Name of previous 

school, university 

Quantity/ 

Percentage 

Name of current 

school, university 

Quantity/ 

Percentage 

<15-18> 0/0 Technical secondary 

school 

31/30.10 University 103/100 

<19-21> 

<22-25> 

33/32.04 

55/53.40 

General secondary 

school 

33/32.04   

<26-30> 10/9.71 University 17/16.50   

>30 5/4.85 Polytechnic 12/11.65   

Gender Quantity/ 

Percentage 

Year of study Quantity/ 

Percentage 

Study specialisation Quantity/ 

Percentage 

Male 54/52.43 1st 18/17.48 Education 42/40.78 

Female 49/47.57 2nd 19/18.45 Social 0/0 

  3rd 35/33.98 IT 61/59.22 

  4th 23/22.33 Humanities 0/0 

  5th 8/7.77 Economics 0/0 

    Technical but not AI 0/0 

 

Based on the results obtained, it can be concluded that the majority of respondents are between  

22 and 25 years old. They are mainly secondary school graduates – the vast majority of them received not 

technical but general education. All students are currently studying at the University of Silesia in Katowice. In 

terms of gender, it can be said that the sample is balanced – an almost equal number of men and women were 

interviewed, with only 5 more men than women. The largest group of respondents is currently in their third 

year of study. Four-year students are also a numerous group. Together they account for more than half of the 

sample. First-year and second-year students make up about 36% of the total sample. Fifth-year students are the 

least represented. Students from two specialisations – pedagogy and computer science were surveyed, with 

computer science students accounting for 59.22% of the total sample.  

2.2 Experience and Self-Assessment of AI Competence 

The next part of the survey included questions about experience with AI. The main purpose of this part was to 

find out whether respondents had encountered AI issues at university or in their personal lives, and at what 

level they rate their knowledge of specific AI issues. The questions in this part and possible responses to the 

questions, defined using the Likert scale to the 7-point scale included in the questionnaire, concern their 

encounter with AI; the definition of AI; identified own level of AI competence (designated as question 1) in 

seven-point qualitative scale, 1 being the lowest level, 7 being the highest level, as well as competence in the 

area of AI supporting in programming languages (e.g. Python); Ethical and social aspects of AI?  

Data Preprocessing Techniques; Knowledge Machine Learning; Deep Learning; Natural Language Processing; 

Learning Analytics; cyber security; Recommender systems (designated as questions 2-11).  

As many as 98 respondents answered that they encountered AI issues, representing 95.15% of the sample. 

Five respondents answered that they had not encountered AI, which means that they are not aware of using AI 

issues on a daily basis through their smartphones or search engines. To the question "What do you think 

Artificial Intelligence is?", the largest number of respondents indicated intelligent machines (31 responses), 

followed by learning based on experience (23 responses), machine learning (22 responses), robots  

(12 responses), all other possibilities were indicated by individual respondents.  

Table 2 shows the basic statistics of the responses obtained. Bar charts of the responses obtained related to 

the assessment of AI competences are shown in Figure 1. 
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Table 2. Basic statistics of the obtained responses 

Question Average  Median Mode Minimum Maximum Standard 

deviation 

1 3.0 3 3 1 7 1.3 

2 2.5 2 1 1 7 1.4 

3 2.9 3 multimodal 1 7 1.4 

4 2.8 3 2 1 7 1.5 

5 3.4 3 3 1 7 1.5 

6 2.7 3 3 1 6 1.3 

7 2.5 2 2 1 6 1.3 

8 2.7 3 3 1 7 1.5 

9 2.3 2 1 1 7 1.3 

10 2.6 2 multimodal 1 7 1.5 

11 2.7 2 2 1 7 1.4 
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Figure 2. Bar charts of the responses obtained related to the assessment of AI competences 
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As can be seen from the results, students do not rate their knowledge and competences related to AI highly. 

For all questions presented in Figure 1, the most frequent answers are 1-3 which means low. It can be concluded 

that students rated their knowledge and competencies in the following areas: Knowledge discovery and Ethical 

and social aspects of AI. On the other hand, they rated their competences lowest in the areas of AI supporting 

programming languages, AI in cyber security and Learning analytics. Thus, the first hypothesis posed is valid. 

2.3 AI and Social, Educational and Development Aspects 

The next part of the survey is related to the social, educational and development aspects of AI. Also, the 

questions about the prospects of using AI in education and society were included in this section of the 

questionnaire. The aim of this study was to analyse the attitudes and concerns about AI among students of 

different study specialisations, age, gender, year of study and previous schools. The questions in this part and 

possible responses included in the questionnaire were defined using Likert scales to the 7-point scale listed 

below e.g.: Can and should AI be used more actively, for example, in education to personalise  

teaching-learning?; Can social robots be helpful in the development of children including those with special 

needs? Where could AI be most useful and effective: For people – seven-point qualitative scale, 1 being the 

lowest level, 7 being the highest level; as well as for education; for medicine; for transport for business, finance 

and banking; for space and NASA; for economy and management; for IT (Information Technology); for public 

services; cybersecurity and safety (questions 1, 2, 3a)-3j)). Table 3 shows the basic statistics of the responses.  

Bar charts of the responses related to the assessment of AI competences are shown in Figure 2.  

Table 3. Basic statistics of the responses obtained 

Question Average  Median Mode Minimum Maximum Standard 

deviation 

1 4.6 5 4 1 7 1.5 

2 4.6 5 5 1 7 1.6 

3 a) 5.1 5 multimodal. 2 7 1.5 

3 b) 4.9 5 5 1 7 1.5 

3 c) 5.8 6 7 1 7 1.4 

3 d) 5.4 6 7 2 7 1.5 

3 e) 5.6 6 7 1 7 1.4 

3 f) 5.9 7 7 1 7 1.5 

3 g) 5.3 5 7 1 7 1.4 

3 h) 6.0 6 7 3 7 1.2 

3 i) 5.1 5 6 1 7 1.6 

3 j) 5.3 5 7 2 7 1.6 

 

As the figures shows, respondents have no doubt that artificial intelligence can be useful in areas such as: 

medicine, transport, business, finance and banking, space and NASA, information technology and 

cybersecurity. In all of these questions, the highest response – rate 7 – was indicated by about 35% to even 

50% of respondents. By far the highest responses were given to the use of AI in space and NASA. However, 

in the case of AI applications for people, education or public services, respondents were not so strongly 

convinced. In these cases, AI received support, but the results are rather spread around an intermediate 

intensity: responses of 4, 5, 6 were the most frequent. Respondents also gave moderate support for more active 

use of AI issues in education to personalise teaching-learning and the use of social robots in the development 

of children including those with special needs. Negative answers to these two questions were rather rare.  

But the most frequently indicated answers were average intensities 4, 5, 6. 
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Where it can be most useful and effective to use AI: For Education
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Where it can be most useful and effective to use AI: For public services
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Figure 2. Bar charts of the responses obtained related to social, educational and development aspects of AI 

Statistical tests were performed in order to test the significance of differences in the results obtained for 

groups defined by: study specialization, age, gender, year of study and previous school (each issue was 

considered separately). All results examined are for the ordinal variable. The Mann-Whitney test was used to 

detect differences in the two independent samples defined by: field of study and gender. The results obtained 

are presented in Table 4: sum of ranks across groups and p-value. There are statistically significant differences 

in the results obtained for all aspects studied – questions 1, 2, 3a)-3j) – in the groups defined by study 

specialisation. It can be seen that IT students rate the possibility of using AI issues in all aspects studied higher 

and better than pedagogy students. Perhaps this is due to a greater awareness of the possibilities offered by AI. 

As far as groups defined by gender are concerned, practically in all questions the differences in ratings are 

significant – the only exceptions being the questions on: Can and should AI be used more actively in, for 

example, education to personalise teaching-learning? Where can the application of AI be most useful and 

effective: cyber security and safety? Analysing the results, it was found that the majority of women study 

education, and the majority of men study computer science (only 7 women in IT specialisation took part in the 

questionnaire, the remaining 54 were men). Thus, the results obtained for groups defined by gender are 

probably also related to the specialisation of students. 
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Table 4. The Mann-Whitney test results for groups defined by study specialization and gender 

Question Groups defined by the study 

specialization: education and IT  

Groups defined by gender: male 

and female 

 Sum of 

the ranks 

for IT 

Sum of the 

ranks for 

education 

p-value Sum of 

the ranks 

for male 

Sum of the 

ranks for 

female 

p-value 

1 3462 1894 0.048 3049 2308 0.106 

2 3525 1831 0.016 3113 2243 0.041 

3 a) 3661 1695 0.001 3254 2103 0.003 

3 b) 3515 1842 0.019 3101 2255 0.049 

3 c) 3555 1801 0.007 3217 2139 0.004 

3 d) 3692 1665 0.000 3333 2024 0.000 

3 e) 3626 1730 0.002 3150 2206 0.019 

3 f) 3494 1862 0.019 3101 2255 0.035 

3 g) 3531 1825 0.014 3110 2246 0.041 

3 h) 3509 1847 0.016 3104 2252 0.037 

3 i) 3498 1858 0.026 3066 2291 0.083 

3 j) 3544 1812 0.010 3146 2211 0.026 

 

In the next stage of the study, the Kruskal-Wallis tests were performed for groups defined by: age, year of 

study and previous school (in each case the group size was greater than 2). The significance of differences in 

responses was analysed for all questions from 1 to 3 j), but for readability, only the results obtained  

(group size, group rank mean, p-value and test statistic value) for questions at which statistical significance of 

differences was found are presented in Table 5. Significant results are shown in bold. As can be seen, age, type 

of previous school and year of study have little influence on the evaluation of the applicability of AI issues in 

different fields. Among the grouping conditions tested, it can be seen that the year of study has the greatest 

influence. We notice a regularity that students in the first and fifth year of study rate the applicability of AI for 

people, education, economy and management and computer science higher than students of the second, third 

or fourth year of study. This may be related to the first fascination with AI issues in the first year of study, and 

the greatest knowledge about the possibilities of AI in the fifth year of study. In the final conclusion, we can 

say that the second hypothesis posed is valid.  

Table 5. The Kruskal-Wallis test results for groups defined by age, year of study and previous school 

Groups defined by age Groups defined by previous school 

 <15-18> <19-21> <22-25> <26-30> >30  Technical 

secondary 

school 

General 

secondar

y school 

University Polytechnic 

n 1 32 55 10 5 n 31 33 17 12 

Question Rank avg and results Question Rank avg and results 

3 c) 20 43 55 73 41 3 c) 47 38 56 59 

 Η(4,103)=11.227; p-value=0.024  Η(3,93)=8.543; p-value=0.036 

3 d) 41 46 53 64 55 3 d) 42 41 60 58 

 Η(4,103)=3.117; p-value=0.539  Η(3,93)=9.013; p-value=0.029 

Groups defined by year of study  

 1st  2nd  3rd  4th  5th       

n 18 19 35 23 8      

Question Rank avg and results   

 Η(4,103)=11.871; p-value=0.018   

3 b) 68 40 46 57 54      

 Η(4,103)=11.085; p-value=0.026   

3 g) 67 45 43 56 63      

 Η(4,103)=10.952; p-value=0.027   

3 h) 67 40 46 59 55      

 Η(4,103)=11.957; p-value=0.018   
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3. CONCLUSION 

In conclusion, it is possible to emphasise some of the findings regarding the attitudes of IT and pedagogy 

students to the educational, social and ethical aspects of AI implementation, as well as their competence in AI. 

Their self-assessment has shown an unsatisfactory level in the main areas of AI, while at the same time the 

students' attitude towards the prospect of using AI in some social areas was positive. Among the grouping 

conditions examined, it can be seen that the year of study has the greatest influence. We notice a regularity that 

students in the first and fifth year of studies rate the possibilities of using AI for people, education, economy 

and management and computer science higher than students in the second, third or fourth year of study. This 

may be related to an initial fascination with AI issues in the first year of study and the greatest knowledge about 

the possibilities of AI in the fifth year of study. Their interest in the topic is the motivation for the development 

of a platform and courses in the research area for students to deepen their knowledge and use it in their 

education and future professional career, which is what the FITPED-AI project serves  

(Skalka, & Drlik, 2022; Smyrnova-Trybulska, Drlik, & Skalka, 2023). 
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CONCEPTUALIZING NETWORKED KNOWLEDGE 

ACTIVITIES: RELATED AND CO-OCCURRING 

ACTIVITIES IN ONLINE SPACES 

Vanessa P. Dennen, Dan He, Hui Shi and Dawn Adolfson 
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ABSTRACT 

This study examines how college students conceptualize the relationship between different types of networked knowledge 

activities. The purpose was to determine where there is greater or lessons conceptual consensus among students, which can 

serve as an indicator of areas where networked knowledge skills may be weak or underused. Using an interview with an 

embedded card sort activity, 63 college students shared how they would organize different social media actions given larger 

activity categories (network, collect, curate, share, broker, negotiate, and create). Findings showed greatest consensus under 

the network and collect categories, especially when familiar actions were represented. Less familiar actions, like different 

ways of tagging resources and sharing tags, were not highly associated with any particular networked knowledge activity. 

These findings have implications for teaching digital literacy skills at the college level. 

KEYWORDS 

College Students, Information Seeking, Knowledge Networks, Networking, Sharing, Social Networking, Social Media 

1. INTRODUCTION 

In a typical day, most people find themselves in need of information and human interaction. They also might 

have information of use to others or be able to meet the interaction needs of others. These needs are the driving 

forces behind networked knowledge activities, and the building blocks of online social networks. Most daily 

activities, including those supporting work, school, home, and relationships, may be enhanced or enabled by 

information seeing and interaction in online networks (Rainie & Wellman, 2012). These networks tend to 

incorporate social media platforms, which offer tools for sharing, searching, and otherwise engaging with both 

people and information. In a professional context, online networks offer work-related sharing and mentoring 

opportunities that support informal learning and professional development (Dennen & Wang, 2002). Although 

the motivation may be different from work contexts, the two dimensions of everyday life information seeking 

per Savolainen (1995) are orienting information (information about the world and world events) and practical 

information (information for problem solving), both of which are supported by online networks. Finally, people 

use social media to maintain personal relationship, including while at work. This latter option offers the ability 

to connect to their non-work lives in ways that are beneficial to both contexts (Kühnel et al., 2020). In short, 

online spaces support knowledge networking in its broadest sense for those people who know how and chose 

to engage in it. 

Young adults, a group that includes most traditional-aged college students, occupy an interesting position 

in the online sphere. They are labeled digital natives because they were born at a time when technology was 

all around them, although the omnipresence of technology in their lives has not innately made them better than 

prior generations at online knowledge seeking and network building (Kirschner & De Bruyckere, 2017). They 

been hailed as active participants in participatory culture (Jenkins et al., 2009) and in transmedia activities 

(Scolari, 2018; Scolari et al., 2018), although for many their actual online activities may be far more mundane. 

Still, their regular use of social media is well documented from their teenage years (Anderson & Jiang, 2018; 

Anderson et al., 2022) and onward into their early adult years (Perrin & Anderson, 2019). Prior research on 

this population has found that heavy users and non-users experience the greatest satisfaction from their online 
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information-seeking activities (Kim et al., 2014), and that psychological and sociocultural factors may affect 

information behaviors as well (Kim & Sin, 2015).  

This study investigates how college students conceptualize and organize different online and social media 

activities using the Networked Knowledge Activities (NKA) framework (Dennen, 2019). This framework was 

original developed to help educators break down online activities into meaningful, related actions when 

designing lessons, but has also been used to analyze social network activities in naturalistic online settings 

(Dennen et al., 2020). While the framework provides clarity about activity intent and outcomes and helps 

structure content analysis for researchers interested in functional activities in online environments, less is 

known about how individuals conceptualize their online activities and whether they see the relationship 

between those activities.  

2. PURPOSE AND RESEARCH QUESTIONS 

This purpose of this exploratory study was to determine how college undergraduates perceive a variety of 

online activities, and in particular the relationship between different activities. In other words, it explores which 

activities participants view as being highly related, using the NKA framework as an organizational device. 

1. To what extent do college students agree on the social media actions related to each networked 

knowledge activity category?  

2. What social media actions are most associated with each networked knowledge activity? 

3. Which social media actions were not closely associated with a specific networked knowledge activity? 

4. Which category of social media actions are most and least familiar to college students? 

These research questions put an emphasis on practices rather than tools, as recommended by Greenhow  

et al. (2019). Certain tools may enable specific practices, practices tend to transcend specific tools.  

3. METHOD 

3.1 Participants  

The participants in this study were 63 undergraduate college students at a large research university. Participants 

were recruited from a research participation pool. All participation was voluntary, and students in the research 

participation pool could opt to complete an alternate assignment for their classes if they were not comfortable 

or interested in participating in research. Participants opted into each study they completed, including this one. 

The study was approved by the researchers’ Institutional Review Board and all participants provided consent 

to participate and to be recorded.   

3.2 Data Collection and Analysis  

Data collection occurred via one-hour interviews on zoom. During these interviews, participants first 

completed a brief demographic survey. Then they were asked some general questions about their social media 

use. Next, they engaged in three rounds of a card sort activity hosted on the ProvenbyUsers platform. Finally, 

they debriefed the card sort activity with the researcher. 

To complete the card sorts, participants followed a URL supplied by the researcher and shared their screen. 

During the card sort activities, they were asked to use a think-aloud process while sorting cards. All three card 

sorts used the same 41 cards, but each sort provided participants with different sorting categories. The 41 cards 

represented different types of social media actions (e.g., use social media to find resources; tag another person 

to call attention to a resource), The card list was initially developed by the researchers, and then refined with 

the assistance of a focus group of undergraduate students. The intent was to develop a comprehensive list of 

activities that might be supported on different online platforms. To maintain cross-platform applicability, 

general terms like connect, bookmark, and tag were used rather than platform-specific ones like friend, hashtag, 

and favorite. 
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The third card sort activity is the focus of this paper. During this card sort, participants were asked to sort 

their cards into six piles representing the main components of the NKA framework: share, collect, curate, 

broker, create, and negotiate. Each NKA category was defined for the participants at the start of the card sort 

and definitions appeared on screen. During the card sort, which typically took 15 minutes or less, participants 

had to place each card onto a pile. No card could be left out at the end, and cards could only appear in one pile. 

However, once placed on a pile, cards could later be moved around.  At the  

Data analysis focused on the calculating overall consensus levels across participants for each NKA category 

(research question 1) and using frequency counts to determine which actions were most commonly associated 

with each category (research question 2) or not distinctly associated with any category (research question 3).  

Qualitative data from the think-aloud portion of the study and the card sort debrief was used to address the 

fourth research question.  

4. FINDINGS 

4.1 Overview of Participants 

Of the 63 college students who participated in this study, most were under the age of 25 (59; 93.7%). Of the 

remaining four participants, two were between 25-34, one was 45-54, and one declined to answer. Only  

7 (11.1%) considered themselves very savvy social media users, whereas 3 (4.8%) reported being not very 

savvy. The majority of participants self-reported that they were savvy (31; 49.2%) or somewhat savvy  

(22; 34.9%).  For these participants, the primary purpose for using social media was connecting with close ties 

(i.e., family and friends) and entertainment, which each were selected by 60 (95.2%) participants. Following 

this, 42 (66.7%) use it for school/schoolwork, 40 (63.5%) for news consumption, 39 (61.9%) for learning about 

hobbies, 28 (44.4 %) for meeting new people, and 20 (31.7 %) for work or seeking employment information. 

In addition, participants were asked about what social media platforms they often use for personal and 

educational purposes. Most mentioned platforms include Instagram, Snapchat, TikTok, Facebook, YouTube, 

Pinterest, LinkedIn, Twitter, and blogs.  

4.2 Overall NKA Category Sort Consensus 

To answer the first research question, participant agreement was calculated at the category level. With a 

maximum possible value of 1.00, it was unsurprising to see that agreement levels overall were low  

(see Table 1). The highest agreement was within the network category. All 63 participants sorted cards into 

this category, and while the participants in aggregate placed greatest number of cards in this category, the 

number of unique cards in this category was similar to the number of unique cards placed in other categories. 

The lowest agreement is in the broker category, which received the lowest aggregate number of cards, but the 

same number of unique cards as the network category. Additionally, 3 participants did not sort any cards into 

the broker category, making it the only category in the framework not used by all participants during the card 

sort activity.  

Table 1. Students’ consensus on the categorical functions of social media actions 

NKA  # Participants Used  # Cards1  # Unique Cards 2  Agreement 3  

Network  63  617  27  0.36  

Collect   63  358  20  0.28  

Curate  63  389  23  0.27  

Negotiate  63  350  26  0.21  

Create  63  294  26  0.18  

Share  63  374  33  0.18  

Broker  60  201  27  0.12  

Notes: 1. Total number of cards placed into the group across all participants. 2. Number of unique cards placed into the group across 

all participants. 3. Level of participant consensus about which cards belong in a group. The maximum value of 1.00 would mean that 
all participants sorted cards into the category identically. 
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4.3 Within Category Consensus 

To identify similarities in thinking about different social media actions, the most commonly sorted cards were 

noted for each of the NKA categories. The network category is the overarching category of the NKA 

framework, and it involves actions that help people build and maintain their connections with others. The social 

media actions sorted into this category by the greatest number of participants are: 

• Send connection requests to people (60; 95.2%) 

• Follow people who I know (60; 95.2%) 

• Follow people with whom I do not yet have established relationships (60; 95.2%)  

• Send a private message to someone with whom I do not have an existing relationship (58; 92.1%) 

• Send a private message to someone with whom I have an existing relationship (54; 85.7%) 

The 6.4% discrepancy between these last two items is interesting, with four participants differentiating the 

function of private messages depending on type of relationship. 

The collect category had the second highest agreement score. This category was defined as finding and 

saving an online item. The actions most frequently sorted into this category are: 

• Download interesting resources to my computer (55; 87.3%) 

• Email things I find online to myself (55; 87.3%) 

• Use search engines to find resources (47; 74.6%) 

• Use social media to find resources (45; 71.4%) 

• Bookmark resources (42; 66.7%) 

In the collect category it is evident that participants most readily identified with downloading and emailing 

items to store them locally or in personal accounts. However bookmarking, while still firmly in this category, 

does not reach such high recognition as a collection strategy.  

To curate is to select and organize a group of items, and curation is highly related to collecting. The top 

cards appearing in this category are: 

• Organize online resources by topic (58; 92.1%) 

• Apply tags to resources for organizational purposes (51; 81.0%) 

• Apply tags to resources to help describe them for myself (44; 69.8%) 

Organization as a component of curation clearly resonated with the participants, although some were unable 

to see that applying tags to organize items is essentially the same as applying tags to describe those items. 

The negotiate category was defined for participants as discussing knowledge with other people. The four 

cards most sorted into this category are: 

• Offer my opinion in response to someone else’s post (57; 90.5%) 

• Offer my expertise in response to someone else’s post (57; 90.5%) 

• Correct misconceptions or misinformation that others have posted online (53; 84.1%) 

• Ask for advice online (43; 68.3%) 

Interestingly, the three of these four items with the highest agreement all focus on giving information to 

others. The item that involves asking others for assistance had a lower frequency of being sorted into this 

category, suggesting that participants  

The create category focuses on generating knew knowledge objects or resources. The three most frequently 

appearing cards are: 

• Develop media to share expertise online (55; 87.3%) 

• Develop media to share opinions online (48; 76.2%) 

• Make a remix or mashup of existing online items (47; 74.6%) 

Based on the cards sorted into this category, participants appear to associate creation with expertise more 

frequently than with opinions, and with unique productions rather than derivative ones. 

Share is a simple concept given the prevalence of “share” buttons in most social media tools, although it 

was one of the categories with lowest consensus. Sharing occurs when one person makes items available to 

others, The items with greatest agreement were: 

• Email things I find online to other people (45; 71.4%) 

• Post resources that I have created to an online group or community (35; 55.6%) 

• Tag another person to call their attention to a resource (33; 52.4%) 

These agreement levels are notably lower than agreement levels in other categories.  
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Broker was defined for participants as an intermediary behavior, where an individual draws upon 

knowledge or objects originating with one party or location and purposefully makes it available to another 

party. With the lowest overall category consensus, the three most frequently appearing cards in this category 

did not reach sorting frequencies comparable to those of other categories: 

• Share or post resources from one social media platform to another (36; 57.1%) 

• Share resources from my face-to-face network with my online network (33; 52.4%) 

During the think-aloud and debrief, participants expressed that this was a largely unfamiliar concept. 

 Still, a little more than half of the participants recognized brokering as a highly specific form of sharing. 

4.4 Actions Lacking a Clear Category 

Whereas many cards were sorted into a primary category, as noted above, others were sorted into multiple 

categories, with less than 50% categorical consensus. Table 2 presents a sample of these items along with the 

two highest sorting categories. All of these low sorting consensus items were sorted into at least four unique 

categories and, in most instances, six or seven. The varied sorting patterns indicate the breadth of ways that 

participants thought about the different activities, and in many cases have a logical connection. For example, 

Writing a description of an item before saving or sharing is an act of annotation that is associated with curation, 

but 14 participants felt this was an act of creation, albeit a small act. When following an account that shares 

interesting things a person is building their network, but the underlying intent may be to collect knowledge 

objects. The act of evaluating an item before sharing it online resonates with the intentionality behind curation, 

but 12 participants sorted it into the category related to the next action in the sequence. Finally, applying tags 

to resources to describe them for others made some participants consider tags as a means of curation, whereas 

other participants focused on the idea of an audience for those items and sorted the action under share or broker. 

Table 2. Sample items with less than 50% category consensus 

Action Highest NKA Second Highest NKA 

Write a description of an item before saving or sharing it Curate (44%) Create (22%) 

Follow an account that shares interesting things Collect (41%) Network (37%) 

Evaluate an item before sharing it online Curate (37%) Share (19%) 

Apply tags to resources to help describe them for other 

people 

Curate (35%) and Share 

(35%) 

Broker (14%) 

 

In other instances, actions co-occurred in the same categories with greater frequency than they appeared in 

any single category. For example, 57 (90.5%) participants placed the cards for unfriending or unfollowing a 

person and leaving an online group in the same category, although these cards appeared in the networking 

category with respective frequencies of 79.4% (50 participants) and 76.2% (48 participants).  

4.5 Most and Least Familiar Categories and Actions 

During the card sort process, participants were free to ask researchers questions about the actions on each card 

and researchers could provide clarification or examples so long as they did not suggest a specific sorting 

category. Participants were also asked to use a think-aloud process to indicate their rationale as they sorted 

cards. Prior to the NKA card sort, the NKA framework was reviewed with each participant. At that time, all 

participants had already sorted all the cards twice using different frameworks. Based on participant comments 

during this overall process, brokering was the least familiar category to participants. Curation, while a familiar 

term, yielded a wide range of participant familiarity; some participants indicated that they regularly curate 

online resources and talked about making selection and organizational decisions as well as describing or 

annotating their curated resources. Others appeared to understand the general concept, but struggled to fully 

differentiate curation from collecting. When discussing the negotiate and create categories, participants 

commented about their own participation in these activities, generally falling into two user types. The majority 

indicated discomfort with these activities, wanting to avoid both perceived conflict that might occur through 

negotiation and vulnerability associated with creation. Participants who engaged in these activities, however, 

appeared to either hold more nuanced views of the categories (e.g., negotiation as a means of navigating 
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conversation and creation as any act that produces something new, regardless of scope or size) or to be 

comfortable with public interactions.  

In terms of specific actions, tagging was the most confusing to participants. Tagging actions of various 

types appeared on eight cards, six of which achieved less than 50% frequency in any one category. Comments 

during the think-aloud confirmed participants’ uncertainty about tag use in various contexts. Similar questions 

arose when piloting the cards. During the first card sort, which focused on frequency of activity, there were 

four cards focused on resource tagging. For each of these four resource tagging activities, 28-41 of participants 

indicted it was a practice in which they never or rarely engage. 

5. DISCUSSION 

Overall, the findings suggest that the were best able to see the functional relationships among familiar 

networking, negotiation and collection activities that are part of typical information-seeking practices. 

However, there are many less familiar and practiced networked knowledge activities among this population. 

Specifically, the findings showed that tagging actions were poorly understood, as were annotation and resource 

evaluation activities, echoing earlier studies (Cates et al., 2019; Dennen et al., 2018). Although tags can be 

used in varied ways across social media contexts (La Rocca & Boccia Artieri, 2022), play a critical role in 

information aggregation, which means that skills related to selecting and applying meaningful tags are 

important. Tags enable effective information seeking behaviors (Jiang, 2013), and increased tagging literacy 

can help improve information storage and retrieval activities across various online social platforms and 

contexts (Keck & Heck, 2019; Shi et al., 2023). For individuals who know tagging primarily as a performative 

activity, this use of tags may challenge their knowledge and skills, and creates tensions in how people 

understand tag purpose and use in the broader social media landscape (McCosker, 2017). 

Classifying one’s everyday online activities using a framework may seem like a largely academic exercise, 

but it offers participants the opportunity to reflect on their practices. By discussing online practices in terms of 

isolated actions, it also highlights practices that may be less often invoked or less well understood. It may not 

be important for individuals to label their networked knowledge activities in order to perform them, but it is 

nonetheless important for them to understand the range of activities that might be used to support networked 

knowledge tasks. For example, if individuals are not taught to effectively tag and annotate online resources, or 

that tags and annotations may be available to help them locate resources, their networked knowledge 

interactions may be unsatisfactory or at the surface level. Individuals who do not understand curation and its 

underlying activities, for example, are unlikely to be effective online curators.  

Although tagging has been highlighted in this discussion, it is not the only skill area of concern. Curation 

is an important skill for navigating online information across different life contexts. For example, individuals’ 

curation activities related to online news consumption affect not only the quantity but also the veracity and 

perspective of the news to which they are exposed (Merten, 2020). Alternately, individuals who cannot 

differentiate general sharing from targeted brokering may not fully understand the purpose of either. People 

who engage in knowledge brokering typically exhibit greater depth of knowledge and also are successful at 

developing and promoting novel ideas (Resch & Kock, 2021). Their knowledge and skills are highly valued in 

communal knowledge settings. Essentially, all of the skills falling under the umbrella of networked knowledge 

activities play an important role in being an effective information user. 

The findings generated by this study show variability in how people understand networked knowledge 

activities. Among traditional college-aged people, such as the students in this study, formal education on 

networked knowledge activities may be lacking. Although demonstrated time and again that the digital natives 

moniker has little bearing on actual digital skills (Kirschner & De Bruyckere, 2017), this erroneous belief 

persists. Digital skills vary widely among youth, although they generally increase as education levels increase 

(Correa, 2016), and meaningful generational differences about social media use may be more about cultural 

elements than about skill sets (Evans & Robertson, 2020). What his means for educators is that there are latent 

opportunities for developing these skill sets among their students and smoothing the transition from school 

settings. Whereas the focus of digital and related information skill development in schools may be limited to 

certain academic-specific activities (e.g., locating and assessing the quality of scholarly articles), perhaps it 

should extend to helping students develop broader abilities to navigate the information and sharing landscapes 

of the Internet in general and social media more specifically. To address this call, educators may need to 
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improve their own skills as well. Regardless, opportunities are plentiful across the academic disciplines to teach 

students how to effectively engage in activities like information curation and brokering, and these skill sets 

will serve students well as they enter the workforce. 

6. CONCLUSION 

The connections made by these participants, individually and in aggregate, demonstrate how they think about 

their online and social media actions. These findings suggest areas where transfer of skill or knowledge may 

be weak, specifically in the places where participants did not commonly or consistently see connections 

between different activities and overall activity categories. In this sense, the study has implications for how 

social media networking skills and related digital literacy and communication skills are taught to teenagers and 

young adults. Rather than just assuming frequent use of and familiarity with activities due to time spent on 

social media platforms, educators might identify and focus on knowledge networking skills that enhance both 

professional development and everyday life information seeking in their disciplines. Then they can assess the 

degree to which college students are able to apply skills in these contexts, noting that skill application is not 

just mechanical (e.g., type a tag), but also conceptual (e.g., identify meaningful tags). They can also use 

frameworks like NKA to help identify areas where college students may lack confidence in online 

environments, such as network development, and use their classes to foster skill development.  

This study has several limitations as well as implications for future research. Although interviewing  

63 participants is a labor-intensive process, it does not yield sufficient insights to support broad generalizability. 

Data collection relied on self-report and did not extend into measurements of how effectively participants can 

engage in the different activities. This study represents analysis of a partial dataset. Analysis of the full dataset 

is ongoing and will include comparison of self-reported activity frequency to effectiveness of activity 

classification. Additionally, future research could focus on better understanding different naturalistic 

approaches to engagement in networked knowledge activities as well as the formative experiences that help 

develop awareness, skills, and use of these activities. 
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ABSTRACT 

This study compares U.S. adults’ perception about the performance of news organizations and independent fact checkers. 

Drawing upon a survey of 1,652 respondents, this study finds that perceptions of objectivity of news organizations is 

significantly higher than those of fact checkers. Fact checkers, however, are thought to be more objective and give more 

contextual information about current topics than news organizations. In terms of media trust and transparency of the 

information collection process, no significant difference is found between news organizations and fact checkers. The 

analysis also finds that perceptions about objectivity, transparency, contextualization, and trust have a positive association 

with fact checking use. The results suggest that fact checkers play a substantial role in relation to journalism, possibly 

showing a new form of journalism. 
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1. INTRODUCTION 

Although the practice of checking facts has long been an essential part of journalism, the establishment of 

dedicated independent fact-checking organizations is only a recent phenomenon. To some extent, fact checking 

has been fueled by the abundance of misleading information circulating on social media, and by populist 

politicians promoting “alternative facts” and denouncing anything they do not like as “fake news.” Fact 

checking’s main goal is to provide accurate information by objectively evaluating the veracity of any claim 

and calling out misinformation, lies, and deception (Graves, 2018). This goal is well reflected in the mission 

statements of leading fact checkers, which note that their purpose is to “reduce the level of deception and 

confusion in U.S. politics” (factcheck.org, 2022), and to help citizens “find truth in politics”  

(politifact.com, 2022).  

The increase of independent fact checkers also stems from the disappointment in the inability of 

conventional journalism to challenge untruthful claims (Graves, 2016), which could account, in part, for the 

steady decline of public trust in the institution of news (Jones, 2018). As fact checking plays an increasing role 

in truth in information, it is imperative to evaluate how news consumers perceive and evaluate the roles and 

performance of independent fact checkers, who strive to set the record straight for as many news consumers, 

opinion leaders, politicians, and even mainstream news outlets as possible. 

This paper examines news consumers’ perceptions of the role of independent fact checkers in relation to 

major news organizations. Specifically, this study compares audience perceptions of news organizations and 

fact-checking sites on major tenets of solid journalism (objectivity, contextualization, and transparency), as 

well as trust in fact checkers and news organizations. The results are from a survey of 1,240 U.S. adults 

conducted in 2020. 
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2. LITERATURE REVIEW 

2.1 Fact Checkers as a New Form of Journalism 

The emergence of contemporary fact checkers can be attributed to the perceptions of biased media reports 

(Graves, 2016). Fact checking may be seen as an outcome of the declining trust in journalism organizations. 

With diminishing trust, fact-checking organizations are becoming a “new journalistic institution” seeking to 

“revitalize the ‘truth seeking’ tradition in journalism” (Graves, 2016, p. 6).  

In the last decade, a new class of dedicated fact-checking organizations has emerged using trained staff to 

objectively assess the truth of controversial, polarizing, and contentious issues and public claims. These  

fact-checking organizations bridge the media and political spheres. The goal that most fact-checkers share is 

the promotion of truth in public discourse. Although some fact-checking outlets are subunits of established 

news organizations, about two-thirds of all fact checkers across the world are independent or run by civil 

society organizations, such as PolitiFact and MediaWise.  

A primary mission of independent fact checkers is to examine and evaluate the accuracy of information and 

then publicize corrections (Graves, 2016). Fact-checking organizations also take on the role of watchdogs of 

the government, analyzing and evaluating whether declarations delivered by politicians and reported by 

journalists are truthful. Fact checking adds context and truth to journalism by fearlessly and objectively setting 

the record straight.  

Fact checkers differ from news media in several ways. Fact checks integrate original sources and, “stand 

out for the richness and diversity in the use of verification mechanisms” (Vázquez-Herrero et al., 2019, p. 4). 

Fact checkers aim to provide the most accurate account of an issue by means of thorough verification.  

Fact checking has developed as a form of accountability journalism. In its current form, fact checkers mainly 

scrutinize data gathered or produced by others. For instance, they seek credible sources and scrutinize claims, 

utterances, and data. Fact checkers do not generate data or perform many of the news-gathering activities that 

are a central part of news journalists’ work, such as on-the-spot reporting. Rather than initiating stories, fact 

checkers react to and focus on verifying reports that have already been published. Fact checkers are experts at 

uncovering the truth. They know how to break out statistics and explain complex issues, and they know how 

to use software for geo-location, detecting manipulated videos, and for conducting other types of research.  

2.2 Tenets of Journalism and Perceptions about Fact Checkers 

The practice of American journalism has been challenged by the fact-checking movement. In 2009, PolitiFact 

received a Pulitzer Prize, American journalism’s highest honor, for its coverage of the 2008 presidential 

campaign. Within the profession the award was taken as validation of a claim often made by PolitiFact itself: 

fact checking constitutes “a new form of journalism,” reinventing the watchdog tradition for a digital age 

(Amazeen, 2015). To the degree that fact checking is perceived as an alternative form of journalism, its 

diffusion can be construed as improving the profession of journalism.  

Most communication scholars see ideal journalism in terms of normative democratic viewpoints, and assert 

argue that news media should contribute to a vibrant and informed democratic society and serve as watchdogs 

for the public’s interests. Investigation and analysis of important public matters are also crucial part of 

journalists’ work. Other principal journalism traits include acting with autonomy, accuracy, and objectivity 

and providing impartial and reliable facts to the public. These functions are held as universal standards of the 

journalism profession (Gil de Zúñiga & Hinsley, 2013). 

The standards that normatively comprise good journalism may differ among scholars and media 

practitioners. The three core features of good journalism that are consistent across diverse journalism studies 

are objectivity, contextualization, and transparency (Iyengar, 1991; Revers, 2014). 

Objectivity is a long-standing journalistic principle, as well as a key element in the journalistic code of 

ethics (Mindich, 1998). The central principle of objectivity in American journalism is the notion that facts can 

and should be separated from values or opinions, with journalists reporting only the facts. In the 1920s, the 

objectivity norm was formally articulated as part of a journalistic code of ethics, and it cemented the 

contemporary notion of the press as a neutral observer of happenings (Schudson, 2001). Professional 

journalism has continued to embrace objectivity since then. 
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RQ1: Is there a difference in the way objectivity, transparency, and contextualization of news organizations 

is perceived compared with independent fact checkers? 

2.3 Media Trust 

Media trust is “the willingness of the audience to be vulnerable to news content based on the expectation that 

the media will perform in a satisfactory manner” (Hanitzsch et al., 2018, p. 5). Trust in media organizations 

plays a role in the way news reports are perceived. Individuals who are skeptical of mainstream media are less 

likely to regard news stories reported in mainstream media as the most salient problem affecting society, and 

those with low media trust are less tolerant of factual errors made by the mainstream press. Trustworthiness is 

key for both journalists and fact checkers to maintain a central role in information dissemination and in 

American democracy, thus the next research question asks:  

RQ4: Are news organizations or fact checkers deemed more trustworthy? 

2.4 Reliance on Fact Checkers and Perceptions 

In general, people who regularly consume media of any type are more likely to have positive perceptions of 

particular medium they use most often. News consumers value several features of journalism, including being 

watchdogs for the public, acting with objectivity, and providing context and explanation of the news. Individual 

belief that a particular medium or journalist is ‘good’ depends on whether the audience member’s expectations 

are met.  

H1: Positive public perceptions about objectivity, transparency, and contextualization predicts frequent use 

of fact checking. 

H2: A high level of trust in fact checkers is positively associated with frequent fact checker use. 

3. METHOD 

A survey was conducted in March 2020, using MTurk (www.mturk.com), an online marketplace for work, an 

Amazon crowdsourcing platform. Each participant was given 50 cents as an incentive. It took about seven 

minutes to complete the survey. This study allowed only those who indicated that they use the mainstream 

media outlets, such as The New York Times, The Washington Post, ABC, NBC or CBS network news, CNN, 

and Fox News, and independent fact checkers such as PolitiFact and Snopes.com. In total, 1,652 responses 

were used for the final analysis.  

3.1 Measures 

Political efficacy is measured with three items on a 5-point agreement scale (1 = strongly disagree, 3 = neither 

agree nor disagree, 5 = strongly agree): (1) People like me can influence government; (2) I consider myself 

well-qualified to participate in politics; and (3) I have a pretty good understanding of the important political 

issues the U.S. is facing (α = .81, M = 3.21, SD = 1.56). Political interest is assessed by the question, “Would 

you say that you are: (1) not at all interested, (2) barely interested, (3) somewhat interested, (4), interested, and 

(5) very much interested?” (M = 3.04, SD = 1.75). 

Respondents’ opinions of the tenets of good journalism, objectivity, transparency, diversity, 

contextualization, and media trust are assessed using a 5-point Likert scale (1 = strongly disagree, 3 = neither 

agree nor disagree, 5 = strongly agree). Respondents were asked how much thought news media and  

fact-checking organizations live up to the three standards of good journalism. Multiple items for each statement 

were added into a single index.   

Objectivity: “clearly distinguish between facts and opinions”; “focus on arguments over emotions”; “report 

based on evidence.” (Objectivity index of news media Cronbach’s α = .87, M = 3.66, SD = 1.33; objectivity 

index of fact checking organizations Spearman Brown coefficient = .68, M = 3.30, SD = 1.67) 

 

 

International Conferences e-Society 2023 and Mobile Learning 2023

189



Transparency: “present news sources transparently”; “use verified sources”; “give people a chance to 

express their views.” (Transparency index of news media α = .89, M = 3.98, SD = 2.64; transparency index of 

fact checking sites Spearman Brown coefficient = .62, M = 4.07, SD = 2.55) 

Contextualization: “provides analyses and interpretation of complex problems”; “gives enough background 

information”; “places occurrences within a wider context”; “presents substantial background information about 

current topics.” (Contextualization index of news media α = .81, M = 3.15, SD = 1.48; contextualization index 

of fact checking organizations Spearman Brown coefficient = .62, M = 3.47, SD = 1.77) 

Trust was operationalized by the question, “How much do you trust news media (or fact checking 

organizations)?” (1 = not at all, 5 = very much) (news media M = 3.19, SD = 1.38; fact checking organizations 

M = 3.22, SD = 1.40). 

Fact checker use was measured with a question about how often respondents access fact checking sites run 

by independent non-journalist organizations, such as Snopes.com, Politifact.com (a 7-point scale ranging from 

“never” to “all the time”). (M = 3.44, SD = 2.06). 

Traditional news media use was obtained by asking respondents how often they use the following news 

media to get information about current events, public affairs, and politics (a 7-point scale ranging from “never” 

to “every day”): (1) local television news; (2) national network news such as ABC, NBC; (3) cable news such 

as CNN, Fox News; (4) national newspapers in print or online; and (5) local newspapers in print or online.  

An index was constructed by averaging the scores (α = .83, M = 3.08, SD = 1.87). 

3.2 Statistical Analysis 

To test the gap between news consumers’ views of the performance of fact checkers and news organizations, 

independent sample t-tests were also performed, as well as two sets of ordinary least squares (OLS) hierarchical 

regressions, one for each dependent variable to test whether public perceptions about the main features of good 

journalism were associated with media use.  

4. RESULTS 

Regarding the first research question about objectivity, the t-test is significant, t(1,238) = 2.43,  

p = .02. Respondents perceive the objectivity of news organizations (M = 3.30) significantly lower than that of 

fact checking organizations (M = 3.66). The results of the second research question about transparency, are not 

significant, t(1,238) = 1.65, p = .263. Respondents do not believe news organizations (M = 3.98) are more 

transparent than fact checking organizations (M = 4.07). For the third research question about contextualization, 

the t-test is significant, t(1,238) = 2.50, p < .01. Respondents think fact-checking organizations provide 

significantly more context (M = 3.47) than mainstream media (M = 3.15). The fourth research question 

pertaining to trust shows there is no statistical difference t(1,238) = .28, p = .842 between the trustworthiness 

of mainstream media (M = 3.19) compared to fact-checking organizations (M = 3.22). 

Regarding the four hypotheses linking the features of good journalism to use of fact checking, there a 

positive and statistically significant relationship with respect to perceptions about objectivity and fact checker 

use (𝛽 = .106, p < .05), and between perception about transparency and fact checker use (𝛽 = .173, p < .01), 

and between perception about contextualization and fact checker use (𝛽 = .244, p < .001), supporting H1. The 

analysis also found a significant association between perception about trust and fact checker use  

(𝛽 = .208, p < .001), supporting H2 (Table 1). This finding underscores that trustworthiness is key to the 

continuation of fact checking. [Table 1 and 2]. 
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Table 1. OLS regression models predicting fact checker use and traditional news use 

 Fact Checker Use Traditional News Use 

Block 1: Demographics   

  Age .054 .127* 

  Gender (male = 0) –.015 –.009 

  Education .113* .166** 

  Income .082 .086 

  Race (white = 0) –.064 –.058 

  Inc. R2(%) 5.2*** 6.9*** 

Block 2: Political Antecedents   

  Political Affiliation (Democrat = 

0) 

.104* .067 

  Political Efficacy .284*** .351*** 

  Political Trust .210*** .277*** 

  Inc. R2(%) 8.8*** 9.5*** 

Block 3: Journalism Traits   

  Objectivity .106* .149** 

  Transparency .173** .126* 

  Contextualization .244*** .081 

  Trust .208*** .133* 

  Inc. R2(%) 15.8*** 13.9*** 

Total R2(%) 29.8*** 30.3*** 
Note: N = 1,240. Cell entries are final entry OLS standardized beta (𝛽) coefficients. * p < .05, ** p < .01, *** p < .001. 

Table 2. Difference between news consumers’ views on fact checkers and news organizations 

 Views on Fact 

Checkers 

Views on News 

Organizations 

  

  Mean        SD  Mean         SD Mean Difference t-test p values 

Objectivity   3.30          1.67 3.56          1.33 –.26 < .001 

Transparency   4.07          2.55 3. 98         2.64 .09 .263 

Contextualization   3.47          1.77 3.15          1.48  .32 < .001 

Trust   3.22          1.40 3.19          1.38 .03 .842 
Note: Independent sample t-test with N = 1,240. 

5. DISCUSSION 

Drawing upon the tenets of good journalism, this study compared U.S. news consumers’ perception of 

independent fact checkers with news organizations on objectivity, transparency, contextualization, and trust. 

The study found some notable theoretical outcomes. First, the respondents believe that professional news media 

are more objective than independent fact checkers. This result can be explicated by looking into the background 

in which the fact-checking movement originally began and spread. In their mission statements, fact checkers 

assert that their goal is to verify facts and determine whether the facts are supported by evidence (Graves, 2018) 

by sifting facts from opinion and rating pieces of information as fake, misleading, twisted, or recontextualized. 

Independent fact checkers not only tackle viral rumors, conspiracies, trolls, lies, or hoaxes by counteracting 

them, but they also balance public narratives with ‘empiricism.’ Thus, the result about objectivity suggests that 

fact checkers are not necessarily bound by the long-standing norms of journalistic objectivity, usually 

considered as balance, but are dedicated to evaluating the accuracy of any claims and determining its truth.  

The second notable finding is that respondents believe that fact checkers are doing a better job than news 

organizations in terms of contextualization of information, and they appreciate that fact checkers add context 

and scrutinize various perspectives. Respondents believe that fact checkers deliver not just a ‘fact’ but the 

context and background surrounding the ‘fact’ as well as evidence that either supports or refutes the ‘fact.’ The 

result indicates that respondents might rely on fact checkers to reduce the likelihood that misinformation or 
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disinformation influences civic discourse, and to reduce the likelihood that politicians’ inaccurate claims will 

make the headlines (Nyhan & Reifler, 2015). 

The above finding reflects news audiences’ expectation about a ‘better’ form of journalism. News media 

often fail to contextualize news events, and report on claims of misinformation without explicitly rebutting 

them or providing a more factual context (Pingree et al., 2014). This practice makes news consumers vulnerable 

to false claims that are unaccompanied by clear corrective information, and leaving many news readers wishing 

that journalists would actively clarify factual questions (Stroud et al., 2016). By not providing interpretations 

and contextualization mainstream media compel news consumers to turn to fact checkers, which increases 

favorable perceptions and cements fact checkers as reputable entities. 

Although respondents deem fact checkers as more objective and as providing more context than journalists, 

they do not see a significant difference between news organizations and fact checkers regarding transparency 

- both fact checkers and news organizations are rated moderately high in transparency. Respondents thus 

believe that both traditional journalists and fact checkers satisfy the criterion of letting them decide for 

themselves what information or who they should trust or distrust (Kovach & Rosenstiel, 2021). Transparency 

possibly gives respondents a sense of participation in the fact checking and journalism process.  

This study’s respondents also deem fact-checking entities and news organizations as equally trustworthy. 

The mean of trust in both organizations is moderate at best (M = 3.19 out of 5 for news organizations,  

and M = 3.22 for fact checkers). This result may reflect the public’s declining trust in journalism in general 

because journalists are failing to adequately practice core journalism values (Gil de Zúñiga & Hinsley, 2012). 

Although fact checkers are perceived as more objective and as providing more contextualization that 

journalists, positive perceptions of objectivity, contextualization, and trust are associated with frequent use of 

fact checking (H1 and H2). These findings deserve attention because they expand the understanding about the 

role of fact checkers in relation to journalism, and show that use of fact checking is influenced by public 

perceptions of whether fact checkers adhere to the tenets of good journalism.  

The public’s appreciation of journalistic performance facilitates increased media consumption, which has 

a host of positive implications for a healthy democracy. As political persuasion and propaganda efforts continue 

to grow around the world, the increase of fact checkers equipped with journalistic traits will help citizens have 

a more accurate and educated understanding of important social and political matters and make informed 

decisions for a healthy democracy. Fact checkers can improve the social power of journalism, by assessing the 

authenticity of public claims and placing them in the right context particularly during troubled times. 

Journalists and fact checkers need not be adversaries in competition for followers, but could work together to 

build audience trust by presenting the news objectively, by explaining the news gathering process, and by 

providing context to increase news consumers’ understanding of the world.  
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ABSTRACT 

As a result of digitalisation and the Covid-19 pandemic, the demand for online shopping is increasing. In the fashion sector, 

this implies changes in buying behaviour, especially due to different sizes, size systems and the ability to visualise clothes 

on one’s own body. Customers’ incorrect purchases result in a high number of returns, a big challenge for all fashion online 

retailers. Augmented reality (AR) is to be used to optimise the customer’s shopping experience and to counteract the 

problem of returns. The aim of the research is to determine the drivers and barriers of AR in fashion e-commerce from the 

consumers’ and fashion retailers’ perspective. The aim is to analyse the influence of AR on the fashion shopping experience. 

The strongest drivers of the willingness to use AR from the customer’s perspective are the right size selection, the reduction 

of incorrect purchases and the fit of the garments. The biggest barriers to AR are data security, technical challenges, and a 

lack of trust in AR. For fashion retailers, the main added value of AR is the reduction of returns. There is a significant, 

positive correlation between the convenience of customers and the usefulness of AR in fashion online shopping and the 

intention to use AR. In future, consumers will more likely shop for fashion online via a smartphone and AR glasses.  

KEYWORDS 

E-Commerce, Fashion, Online Shopping, Augmented Reality, 3D Body Scan, Virtual Try-On 

1. INTRODUCTION 

In times of digitalisation, the need for and supply of online retailers is constantly increasing. In particular, the 

ongoing Covid-19 pandemic is causing an increase in the importance of online shops for numerous consumers, 

for example in the fashion industry (Zumstein & Oswald, 2020). The buying behaviour of customers is 

changing and leading to an increased change in the distribution channels involved in fashion online shopping 

(Hohmann, 2020). Consumers face major challenges with the size selection of garments, different body shapes 

and inconsistent product specifications by retailers, as well as the resulting incorrect purchases. On the part of 

fashion online retailers, the problem is particularly reflected in the high number of returns (Henkel, 2020). 

With augmented reality (AR), it is possible to counteract these problems and to achieve an optimised online 

shopping experience for consumers. AR is already being applied in different industries, such as games, 

cosmetics, medicine and fashion. The fashion online retailer Zalando has bought Fision, a software start-up 

from the ETH Zurich, to implement AR in its platform. With the help of three-dimensional (3D) body scans, 

customers will be recommended individual sizes and be able to try on clothes using 3D avatars (Henkel, 2020). 

This research examines the factors that influence the willingness to use AR in fashion e-commerce. Both 

the drivers and the barriers of AR are examined. This contribution provides new insights into this young field 

of research regarding the combination of AR and fashion e-commerce to demonstrate the current research 

relevance (Tißler, 2018; Gilliland, 2019). Based on this work, the research outlook implies further possibilities 

for a deeper understanding of the drivers and barriers of AR. 
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2. AUGMENTED REALITY IN FASHION E-COMMERCE 

2.1 Theoretical Foundations 

The term augmented reality (AR) implies an extension of the real world through additional, virtual elements 

(Azuma, 1997). These include graphics, information, animations as well as a linking of these visualisations 

with acoustic components. AR is characterised by the following three core features: the combination of the real 

and virtual world, interaction in real time and representation in 3D (Seiler & Klaas, 2016).  

Virtual reality (VR) is distinguished from AR by the creation of an artificial world that is  

computer-generated. In contrast to AR, VR completely hides the real world from the consumer (Nikic-Cemas, 

2020, p. 72). The basis of this demarcation is the reality‒virtuality continuum, which represents a completely 

real environment on the left and a completely virtual environment on the right (Milgram & Kishino, 1994,  

p. 3). In between lies mixed reality (MR) through the connection of both worlds by means of AR (Seiler  

& Klaas, 2016). 

E-commerce (electronic commerce) is understood as the digital initiation, negotiation and/or settlement of 

transactions between economic entities (Clement et al., 2001, p. 56). According to Olbrich et al. (2019, p. 3f.), 

the focus of e-commerce is on distribution policy. All transactions within e-commerce are carried out as a result 

of an electronic network (Olbrich et al., 2019, p. 6). According to Holland (2014, p. 828), the customer makes 

contact with the company or product views or clicks of various touchpoints. In the age of digitalisation, 

customers interact with different digital channels and several touchpoints at the same time (Lemon & Verhoef, 

2016, p. 69), making the process increasingly complex from a company'’s perspective (von Gizycki & Elias, 

2018; Fachinger, 2019). 

2.2 Practical Fields of Application in AR 

AR offers an attractive global growth market, forecast to be worth around $97 billion by 2028 (Deloitte, 2020; 
Gilliland, 2019). Worldwide sales of over 50 million VR and AR glasses are expected by 2026 (IDC, 2022). 
As a result of the gaming industry, especially through the apps Pokémon Go and Snapchat, AR technology has 
experienced a significant upswing in recent years and now has great potential in various fields of application. 
So far, AR has found practical application in the automotive, logistics, interior design, marketing, beauty and 
fashion sectors (Orsolits & Lackner, 2020). 

In fashion online shopping, the potential of using AR lies in individualised product presentations and 
informed product decisions for consumers (Tißler, 2018; Gilliland, 2019). The e-commerce company Mister 
Spex is considered as one of the pioneers, offering a glasses online shop and a virtual fitting in two or three 
dimensions (2D/3D; Malev, 2020). In the luxury brand sector, the implementation of future-proof technologies, 
such as AR, is of increasing importance, especially for the pre-purchase phase of the customer. Gucci is the 
first brand to implement a virtual sneaker fitting in its app through an embedded AR technology. A digital 
overlay shows 19 different sneakers that customers can virtually try on their own foot by swiping (House of 
Eden, 2020; Gilliland, 2019). Burberry uses AR technology to display products in Google Search. Customers 
can view the products, for instance the Arthur Check sneaker and bag, in their individual environment instead 
of on their own body. Thus, they experience a simulated in-store experience.  

AR technology is used in physical fashion stores with the help of so-called magic mirrors. This mirror 
allows customers to try on different products virtually in the shop. Magic mirrors offer fashion shoppers the 
advantage of not having to change clothes or find the garments in the fashion store. In addition, products that 
are not physically available in the shop can be tried on virtually. The magic mirror takes on the function of a 
personal shopping assistant and recommends products to customers individually.  

The following chapter explains how AR is used specifically by the leading fashion online retailer Zalando. 

2.3 AR Shopping Service of Zalando 

Zalando currently owns the digital shopping service Zalon, which is integrated into the online platform and 

offers customers personal advice with the help of stylists. This takes place in the following three steps:  

(1) customer input on needs, budget and size, (2) stylists put together the outfit and (3) free delivery of the 

styling box to customers (Zalando, 2020a). In addition, Zalando offers individualised size recommendations 
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based on general customer feedback, personal purchase and return history, as well as retailers’ information on 

product dimensions (Henkel, 2020). Currently, this service is available for about half of Zalando’s products. 

The technology start-up Fision was acquired by Zalando in October 2020. Fision acts as a 3D body scan 

specialist via the innovative AR app meepl (Zalando, 2020b). Using the smartphone, the customer takes two 

pictures from the front and the side of their body via the meepl app (see Figure 1, picture left and centre). The 

body shape is analysed and measured to a 3D body scan. Based on the 3D body scan, a personal 3D avatar of 

the customer is created (see Figure 1 on the right) and more than 50 body masses are derived.  

 

 

 

 

 

 

 

 

 

 

 

Figure 1. 3D body scan of the author using the meepl app (Source of images: meepl app, own realisation) 

3D body scans and 3D avatars enable both customised garments and a virtual changing room for the 

customer. Moreover, the use of meepl offers consumers an individual size recommendation for all products, a 

pictorial representation of the clothes on their own body and an interactive online shopping experience (Fision, 

2020).  

The individual body scan and avatar can be stored in the user’s own profile for size recommendations, 

independent of size systems and brands. Consequently, the user saves time when choosing sizes and reduces 

the number of incorrect purchases. This goes hand in hand with Zalando’s strategic ecological goal of reducing 

returns (Fision, 2020; Zalando, 2020b). 

3. RESEARCH METHOD AND SAMPLE 

For this research contribution, a mixed research approach was chosen to guarantee well-founded findings from 
different perspectives. To gain insights about the potential of AR in fashion e-commerce, in a preliminary study 
two qualitative expert interviews with AR specialists were conducted. Expert 1 is a professor of business 
administration with a focus on international management and expert 2 is a research assistant and PhD student 
in digital marketing and consumer behaviour. 

Secondly, a quantitative user survey was used to analyse the willingness to use, benefits and challenges 
of AR in fashion e-commerce. Based on these results, a hypothesis model on the willingness to use AR in 
fashion e-commerce was derived. Finally, the hypotheses were tested for statistical significance using a 
multivariate regression analysis using SPSS. 

The quantitative survey was designed for users of AR in fashion e-commerce. This includes those users 
who have previously shopped online for fashion using AR or can imagine doing so in the future. The survey 
was conducted online from 22nd of April 2021 to 31st May 2021 and distributed via the snowball principle in 
the network of the authors. A total of 152 respondents took part in the survey. By the end of the survey in this 
non-representative study, 79 persons (52%) had participated, resulting in a sample of 76 participants. Due to 
the snowball principle, the external validity of the results is not given. 

The survey comprises 39 questions and is thematically divided into four sections. At the beginning, 
psychographic characteristics are examined, in the second part, general questions regarding fashion in  
e-commerce and in connection with AR, followed by specific questions on the use of AR in fashion  
e-commerce. 

The questionnaire concluded with the collection of demographic data. The majority of the questions were 
measured with a five-point Likert scale. The intention to use AR was measured using individual variables and 
three constructs whose scales can be rated as sufficient to very good due to the Cronbach’s alpha value (Kline, 
2011). The following chapter is devoted to the results of this study, including hypothesis tests. 
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4. RESEARCH RESULTS 

4.1 Expert Interviews on AR in Fashion E-Commerce 

According to the expert interviews, there is an assumption that, due to the technological innovations with AR 

Kit and AR Core, the future trend development of AR apps will go in the direction of app-based applications 

and, in the long term, towards smartglasses. In contrast, no broad application intention in private use can be 

predicted for AR glasses. With regard to AR in fashion, the shopping experience and the shopping process can 

be identified as the two trend directions. 

From the customers’ perspective, the benefits and value of AR technology lie in its fast availability, 

independence of location, time savings and product presentation at the point of use. Furthermore, the virtual 

fitting of garments and the receipt of individualised size recommendations as a result of a 3D body scan are 

essential. On the part of the fashion online retailers, the benefit or added value lies in particular in the reduction 

of returns and the technical advantage through AR.  

From the fashion retailers’ point of view, the problems and challenges lie in the creation of awareness of 

AR among customers, in the use of AR and its integration into the corporate strategy. The limitations lie in the 

current technology, including movements and moods that cannot yet be implemented. In addition, the 

technological gap of small and medium-sized enterprises (SME), compared to pioneers such as Zalando, is 

considered a challenge, too. 

With regard to the customer journey and the entire shopping experience, an optimisation for the user and 

a higher conversion rate for the fashion online retailer can be assumed. The customer journey is influenced by 

the medium used, i.e. AR glasses provide a seamless experience when using AR, whereas smartphones provide 

a higher immersion. The AR application will have an impact on other customer touchpoints, such as social 

media marketing and branding. Furthermore, an individualisation of advertising can be assumed through  

user-generated content (UGC) and a user approach with concrete product recommendations. 

4.2 User Survey on AR Fashion E-commerce 

The user survey revealed that the absolute majority of the sample is made up of women (59%) and the main 

age category is 25 to 34 year olds (59%). The findings of the reasons for online fashion purchases showed 

that they are primarily location independence (57% of the respondents totally agree in Figure 2), time 

independence (54%), a larger selection of products and brands (47%) and time savings (45%).  

The individualisation of articles as well as anonymity were seen by the fewest people as reasons to shop 

for fashion online (34% and 30% did not agree at all respectively). Figure 2 provides an overview of the general 

reasons for fashion online purchases.  

With regard to the future use of AR for fashion online shopping using the smartphone, the majority of 

respondents (57%) stated that they would probably do so, and 11% would definitely do so. On the other hand, 

40% of respondents probably do not intend to use AR glasses. The online shopping experiences in the fashion 

sector led to satisfaction for two thirds (63%) of the respondents, and dissatisfaction for seven precent only. 

The reasons for their dissatisfaction were mainly incorrect purchases corresponding to item returns due to “it 

doesn’t fit” (22%), and the general fit of the garments according to the wrong size or wrong cut (21%).  

Regarding privacy and personal data, 21% named trust in the company as the most important aspect. This 

was followed by the credibility of the company (17%), a confidentiality agreement (17%) and trust in the added 

value of AR (nine percent). Regarding automatic measurement via an AR app or video camera, for example 3D 

body scans, the absolute majority (46%) gave partial consent and 24% gave full consent. Additionally, the 

majority of respondents (41%) said they had confidence in AR features and results. If an AR app is offered for 

free, 44% would probably download the AR fashion application, and 44% would download it for sure. 
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Figure 2. Reasons for fashion online purchases 

Figure 3 illustrates the benefits and added value of AR in fashion online shopping from the customer’s 

point of view. According to the mean values, the correct choice of size, the reduction of incorrect purchases 

due to “doesn’t fit”, the fit of the garments and the ability to visualise the clothes on one’s own body can be 

identified as central aspects. 38% would fully agree with a virtual try-on of glasses using AR, 32% would agree 

with a virtual try-on of clothes, 16% would agree with a virtual try-on of sneakers and 15% would agree with 

a virtual presentation by models. Overall, 34% of respondents said they find AR useful in online shopping. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Benefits and added value of AR in online fashion shopping 

An expert of the interviews said “the biggest benefit would be that it reduces the return rate and/or if the 

company naturally does more business or has more conversions and converts more”. 

In contrast, 32% said they would not buy fashion online via a smartphone using AR, due to data protection 

issues. Other reasons given by customers were a lack of trust in AR technology for 26% and a lack of affinity 

for technology for 17% of the respondents. In addition, 42% of respondents shared their satisfaction with 

fashion online shopping without AR. Therefore, the biggest potential challenges and problems in fashion online 

shopping are technical issues, data security and a lack of trust in AR technology.  

Regardless of this technical concern, one expert of the interviews believes in additional five percent of the 

return quote due to this technical advance, as well as a stronger customer retention. 

Finally, it should be noted that the absolute majority of consumers (53%) gave their partial consent to a 

fundamental improvement of the shopping experience by means of AR applications, while 21% gave their full 

consent. While 43% agreed that they would buy more fashion online thanks to AR applications, 32% would 

not prefer fashion online purchases via AR to fashion shopping in physical shops.   

In the following chapter, the hypothesis model is statistically tested and discussed. 
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4.3 Hypothesis Model 

The hypothesis testing is carried out using a multivariate regression analysis in SPSS. The dependent variable 

(DV) intention to use AR represents a construct from the variables intention to use a smartphone and to use 

AR glasses. Since the use of AR for fashion online shopping via a smartphone and via AR glasses are 

independent of each other, the two variables were examined as a construct. The DV implies the customer 

intention to use or not use AR for fashion online shopping in the future under the drivers and barriers of AR 

used (in Figure 4). Table 1 shows an overview of the independent variables (IV) and of the ten hypotheses (H). 

Table 1. Overview of variables and hypotheses 

# Variable # Hypothesis 

IV1 Size selection as a 

challenge 

H1 The more problems customers have with size selection due to different size systems in 

fashion online shopping, the more likely they are to use AR. 

IV2 Usefulness of AR H2 Overall, the more useful customers find the use of AR in fashion online shopping, the more 

likely they are to use AR in fashion e-commerce. 

IV3 Convenience H3 The more comfortable customers are with online fashion shopping, the more likely they are 

to use AR in fashion e-commerce. 

IV4 Time independence H4 The more important time independence is to customers when shopping online, the more 

likely they are to use AR in fashion e-commerce. 

IV5 Location 

independence 

H5 The more important location-independence is to customers when shopping online, the more 

likely they are to use AR in fashion e-commerce. 

IV6 Dissatisfaction due to 

incorrect purchases 

H6 The more dissatisfied customers are due to fashion online shopping mistakes, the more likely 

they are to use AR in fashion e-commerce. 

IV7 Frequency of fashion 

online  

H7 The less often customers have shopped online for fashion since Covid-19, the less they use 

AR in fashion e-commerce. 

IV8 Technical challenges H8 The more customers agree that there are technical challenges in the use of AR in fashion 

online shopping, the less they use AR in fashion e-commerce. 

IV9 Lack of confidence H9 The greater the lack of trust in AR technology, the less they use AR in fashion e-commerce. 

IV10 Gender H10 Women show a higher willingness to use AR in fashion e-commerce than men. 

Table 2. Overview of the standardised regression coefficients 

Variable Beta T Significance 

Size selection (IV1) -0.001 -0.006 0.996 

Usefulness (IV2) 0.257 2.263 0.027 

Convenience (IV3) 0.517 3.351 0.001 

Time independence (IV4) -0.309 -1.827 0.072 

Location independence (IV5) -0.163 -1.115 0.269 

Dissatisfaction due to mispurchases (IV6) 0.083 0.699 0.487 

Frequency (IV7) 0.061 0.535 0.595 

Technology (IV8) -0.064 -0.532 0.597 

Trust (IV9) 0.200 1.693 0.095 

Gender (IV10) -0.232 -2.012 0.048 

 

 

 

 

 

 

 

 

 

Figure 4. Hypothesis model with effects 

Notes: Effects reflect the standardised regression coefficients with one-sided significance test.   

*** p < .001, * p < .05, ✓Hypothese annehmen Hypothese ablehnen 
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According to the mean values, the variables IV3 (M = 4.05, SD = 0.985), IV4 (M = 2.21, SD = 1.174) and 

IV5 (M = 4.32, SD = 1.038) can be identified as the most important model predictors.  

The statistical testing of the individual regression coefficients of the model shows that there are two 

significant regressions, usefulness (IV2) and gender (IV10), and one highly significant regression, convenience 

(IV3). The other variables tested have no significant influence on the intention to use AR in fashion  

e-commerce. Table 2 shows the effect size of all model variables.  

5. DISCUSSION 

The main objective was to identify the drivers and barriers of AR in relation to the intention (willingness) to 

use AR in fashion e-commerce. According to the regression analysis, convenience (ß = 0.517) has the strongest 

influence on the intention to use AR. This is followed in descending order by time independence (ß = -0.309), 

usefulness (ß = 0.257) and gender (ß = -0.232). The lowest influence on the intention to use AR is the frequency 

of fashion online purchases since Covid-19 (ß = 0.061), dissatisfaction due to incorrect purchases (ß = 0.083) 

and size selection (ß = -0.001). 

Although size selection was identified as the second strongest aspect according to the mean statistics  

(M = 3.97, SD = 0.984) and as a decisive challenge in fashion e-commerce as a result of the desk research and 

expert interviews, this effect on the intention to use AR is the smallest and at the same time negative. This 

means that a higher number of size selection problems in fashion e-commerce correlates with a lower intention 

to use AR in fashion e-commerce. The contradiction could be attributed to the fact that the hypothesis test only 

included size selection as a challenge due to different size systems, and excluded other influencing factors, 

such as missing retailer information regarding size and fit.  

Gender has a significant influence on the intention to use AR in fashion shopping (ß = -0.232, t = -2.012, 

p = 0.048), i.e. women’s willingness to use AR is higher than men’s willingness to use it. This corresponds to 

the researchers’ expectations. Since the proportion of women in the sample is 59%, it is obvious that this is an 

influence and it is questionable whether the result would be identical with a different gender distribution. There 

is a negative but non-significant correlation between dissatisfaction through incorrect purchases due to “not 

fitting” as well as “not liking” and the willingness to use AR. This could be due to the free shipping and returns 

policy of the fashion online retailers. Time independence shows no significant but positive correlation with the 

willingness to use AR in fashion e-commerce. Consequently, an increasing importance of time independence 

for customers can be associated with an increasing willingness to use AR in fashion e-commerce. The mean 

comparisons (M = 4.05, SD = 0.988) and expert interviews support this finding. The effect of the two variables 

is positive, i.e. a higher frequency of fashion online purchases since Covid-19 correlates with a higher 

willingness to use AR in fashion e-commerce. It can be assumed that this is due to the convenience for 

consumers and the change in purchasing behaviour with regard to online shopping. 

The analysis of the technical component as a potential challenge in fashion e-commerce using AR leads to 

discrepancies in the statements of the interviewed experts. On the one hand, the technology is not considered 

a future barrier, but must function without problems for customer use and to guarantee a satisfactory customer 

shopping experience. According to the user survey, the technical challenges on the part of consumers are to 

be identified as the strongest challenges.  

 In addition, the test of the 3D body scan using the meepl app revealed measurement inaccuracies on the 

part of the researchers, which led to a reduction in satisfaction. Consequently, the technical component is seen 

as a challenge until new usage studies of AR argue to the contrary. 

According to the results of the expert interviews and user survey, the customer journey is positively changed 

by AR, especially through a virtual dress fitting, the 3D body scan and personalised size recommendations. 

The AR applications increase the time customers spend on the website, which leads to a higher conversion rate 

for fashion online retailers and a reduction in the number of returns. Contrary to the authors’ expectations, 

customer touchpoints will not be completely digitised, but a combination of physical and digital touchpoints, 

such as product purchase by advertising posters and AR codes on the street, is a conceivable possibility. 

Both the expert interviews and the user survey have shown that AR glasses will not be the common form 

of AR use for private customers, despite higher immersion. In the future, it is expected that customers will be 

much more likely to use AR applications in fashion e-commerce via a smartphone than AR glasses. 
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6. CONCLUSION 

6.1 Recommendations for Fashion Online Shops 

Based on these findings, the following five general implications arise for fashion online retailers: 

1. Alternative option for AR applications: SMEs should offer customers an alternative to AR use for 

fashion online shopping in order to strengthen their market position against large fashion online retailers, such 

as Zalando. 

2. User survey: Before implementing AR technology, SMEs should conduct a user survey on the 

specific intention to use AR applications. This should provide fashion online retailers with information on 

whether the absolute majority of their customers would only claim AR applications from the pioneers in the 

online fashion industry and whether this would consequently be unprofitable for them. 

3. Pilot project: If the user survey shows a demand for AR applications, a pilot project of six to twelve 

months would be recommended in order to test fashion online shopping operationally and to optimise it. 

4. Joint venture with software companies: SMEs should enter into a joint venture with a software 

company in, for example, the Indian or Chinese market that provide the AR technology, in order to benefit 

from their industry knowledge and technological edge. 

5. Cooperation with Zalando & Co.: Instead, a cooperation with a large fashion online retailer, such 

as Zalando, H&M or Zara, which already has AR technology, would be conceivable. Possible points of 

negotiation would be a share of the profits when selling garments via AR as well as an image enhancement 

through the positive sustainability policy of the SME. 

6.2 Further Research and Outlook 

It is recommended that future research be conducted based on this research. As a priority, the study should be 

repeated in an international context with a representative sample to generalise the findings and increase external 

validity. The hypothesis model could be expanded with additional predictors from the user survey regarding 

the drivers and barriers of AR in order to substantiate the understanding of the willingness to use AR in fashion 

e-commerce. Furthermore, a mediation analysis would be useful so that in addition to gender, the moderating 

effect on the willingness to use AR in fashion e-commerce of other demographic variables, such as age or 

education, could be examined. In addition, based on the survey, hypotheses should be derived in relation to the 

customer journey and the shopping experience on the part of the customers and then tested for statistical 

significance.  

The following research questions serve as suggestions for future studies: 

1. Is there a significant positive correlation between the effective use of AR in fashion e-commerce and 

customer satisfaction with fashion online shopping using AR? 

2. What factors influence the use of AR, such as smartphones, in fashion e-commerce? 

3. To what extent does a higher intention to use AR in fashion e-commerce increase the conversion rate 

of fashion online retailers? 

4. To what extent does the integration of AR technology influence the strategy of fashion online 

retailers?  

5. How much do AR services like 3D body scans or avatars decrease the return rate of online retailers? 

6. What influence does the emerging AR market and thus the intention to use AR have on the  

e-commerce market in general or on other industries? 
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ABSTRACT 

Technology infrastructure plays a crucial role in determining the readiness of E-services in any organization. The rapid 

evolution of technology and the diversification of customers have made it increasingly important to research the 

appropriate services and technologies to implement. This research paper examines the technology readiness of insurance 

companies in Nepal in relation to the growing expectations of customers. Insurance companies are inherently risky 

businesses for customers to trust. To gain the trust of customers and sustain the insurance business, it is necessary to plan 

and improve the quality of services. Once customers are willing to accept the services provided by these insurance 

companies and the right technologies are implemented for different services, it can ensure the technological readiness of 

insurance companies. The Technology Acceptance Model (TAM) is used to analyze the readiness of customers using 

current online services provided by insurance companies. A survey-based analysis helped in mapping the technological 

infrastructure readiness of insurance companies in relation to the services provided to customers. Five different domains 

of technical infrastructure have been used to analyze the readiness of insurance companies in Nepal, i.e., Infrastructure, 

DBMS, Applications Assessment Criteria, ICT Management, and Technical Skills. The findings of this research suggest 

that customers using insurance online services in Nepal trust the technologies and believe that using such services will 

enhance their daily experiences. However, the technological infrastructure implemented for providing quality service in 

the future is not sufficient. To be technically ready, it is necessary to constantly access customers' experiences and 

expectations to increase the capacity and implementation of technological infrastructure. This study can be beneficial to 

E-Governance practitioners, IT officers of insurance companies, and researchers of E-Governance. 

KEYWORDS 

E-Governance, E-Readiness, Insurance, Technology Acceptance Model (TAM) 

1. INTRODUCTION 

E-government (short for electronic government) uses technological communications devices, such as 

computers and the Internet, to provide public services to citizens and other persons in a country or region. 

The e-government’s ultimate objective is to offer an enhanced portfolio of public services efficiently and 

cost-effectively to citizens (Ao-Itc, 2019). E-Governance has always been one of the primary focuses of 

developing countries like the Democratic Republic of Nepal. E-governance's main application is developing 

all the sectors using (Information and Communication Technology) ICT to enhance better relationships 

between people, government, and businesses. We can see the emerging growth of ICT applications in health, 

education, insurance, etc. This paper discusses the readiness of the insurance sector to use ICT technology. 

A vital prerequisite for successful economic development is a strong and functional insurance sector 

(Outreville, 1990). Insurance is a critical component of any economy, providing financial protection against 

unforeseen events such as accidents, illnesses, and natural disasters. Nepal, a developing country in South 

Asia, is no exception. However, insurance penetration in Nepal is relatively low compared to other countries 

in the region, with only 27 percent of the population currently insured (Republic, 2021). The objective of 

insurance is to provide financial security to individuals, organizations, and businesses. E-insurance, which 

can be broadly defined as the utilization of the Internet and Information Technologies (IT) for the production 

and delivery of insurance services, can be further characterized as the provision of insurance coverage 

through an online mechanism, including the offer, negotiation, and execution of insurance policies. While it 

is possible for payment, policy issuance, and claim processing to be conducted electronically, certain 
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technical and legislative constraints may impede the full implementation of e-commerce in certain 

jurisdictions. (Sanayei et al., 2009). 

Prior research investigating the e-readiness of the insurance sector in Nepal is non-existent. However, the 

insurance industry in Nepal is experiencing a significant annual growth rate of 16.48% (Dhungana, 2022), 

indicating that it is an emerging market. As such, there is a need for research to examine the utilization of 

Information and Communication Technologies (ICT) within the insurance sector. This research aims to 

provide an overview of the technological readiness of insurance scenario in Nepal. The study aims to shed 

light on the potential for growth of technological improvement for facilitating e-Services in Insurance sector 

for Nepal with two major objective. 

RQ1. Are customers ready to accept the services provided by the technologies implemented by Insurance 

Companies? 

RQ2. Are insurance companies fully ready to implement E-Services with the existing technologies? 

This paper is divided into two major section for readers to comprehend our work. The first section checks 

the e-readiness of the insurance and the second section accesses the technological infrastructure.  

2. LITERATURE REVIEW 

The establishment of e-government readiness is a multifaceted endeavor that cannot be accomplished solely 

by government organizations. The e-government readiness index is influenced by a variety of dimensions, 

including user perceptions, institutional frameworks and strategies, human resources, financial resources, 

interdepartmental cooperation, national infrastructure, economic prosperity, public education, information 

policies, private sector development, and other factors related to e-government readiness (Omari et al., 2006). 

While a plethora of readiness assessment tools are readily available to the public, there is a lack of clear 

guidance on how to utilize these tools as frameworks for conducting assessments in specific contexts, such as 

the development or implementation of e-government. 

2.1 Component Based Framework 

Previous research has identified a variety of tools that have been used to evaluate the readiness of countries 

for e-government services, including the UNDESA e-Government Survey, the Brown University Global  

e-Government, the Accenture e-Government Leadership, the WU-IEGOV e-Government Ranking, and the 

UNU e-Readiness Assessment (Shareef et al., 2008). In order for these frameworks to be effective, a  

well-coordinated set of policies and strategies is crucial for directing the development of regulatory 

frameworks, organizational and technical infrastructures, and necessary information systems. Despite the 

availability of these tools, there is a lack of clear guidelines and parameters for utilizing them in the 

assessment of e-government readiness during implementation (Omari et al., 2006; Shareef et al., 2008).  

A component-based framework, which involves evaluating eight distinct components to determine readiness, 

has been implemented in the Maldives and has been found to provide the necessary information for specific 

planning contexts (Shareef et al., 2008). 

2.2 Importance of Technology in Adopting Online Services 

E-Governance is defined as the utilization of electronic means to streamline and enhance democratic, 

governmental, and commercial aspects of governance through interactions between government and citizens, 

government and businesses, as well as within government processes (Backus, 2001). Every individual in 

every country expects their government to produce and provide high-quality services; such demands put 

pressure on the government to deliver quality services. As a result, several initiatives for e-governance 

implementation are the outcome of citizen pressures and expectations combined with the capabilities attained 

through the use of Information and Communication Technology (ICT) (Agrawal, 2007). Research has also 

shown that ICT's e-Readiness increases the level of service and public trust, thus its adoption has become a 

crucial tool for the government to develop policies and procedures (Gumilang et al., 2019).  
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2.3 Trust vs. Readiness of Insurance Company 

The insurance industry is inherently risky, as the difference between expected and actual losses is a 

fundamental concept in risk insurance theory (Green et al., 2004; Reigel et al., 2004; Rejda, 2005). Insurance 

companies base their premium rates on evaluating typical projected losses and damage. An insurer must 

undertake several fundamental actions in order to ensure a risk against a specific cause of injury, such as 

determining the premium rate (for instance, when insuring homes or cars against fire or theft) and setting up 

sufficient reserves to offset variations from typical, anticipated losses. Additionally, the insurer must decide 

how to adjust the prices it proposes to each client and determine whether any particular clients are likely to 

have worse claims than usual. The processing of policies, premium notices, market analysis, sales 

predictions, and bookkeeping are all frequently handled by technological infrastructures. Insurance is an 

information-intensive industry, making it suitable for e-commerce businesses (Sanayei et al., 2009).  

To assess the readiness of E-Services in organizations, several dimensions play an important role. In the 

current technological era, a crucial factor in the successful implementation of services revolves around 

implementing technologies to provide quality services to customers by earning their trust in the technologies. 

Several studies have identified different methods for evaluating E-readiness assessments.  

However, only a limited number of studies suggest a theoretical framework for assessing technology 

readiness. Technical readiness can be evaluated by understanding how well the services align with the 

technological implementation concerning customers' expectations. A similar gap in the research world allows 

us to assess the readiness of insurance companies with technological infrastructure concerning customer 

expectations. 

3. METHODOLOGY 

3.1 Survey Measures 

This study employed a qualitative approach to evaluate the readiness of users to utilize different services 

within the insurance industry. The Technology Acceptance Model (TAM) served as the theoretical 

framework for the analysis. A survey questionnaire was developed to assess user readiness and was divided 

into two sections: one for individuals who had not previously used online insurance services and another for 

those who had. The survey included eight questions designed to measure three primary factors: perceived 

ease of use (measured by three questions), perceived usefulness (measured by two questions), and privacy 

and security concerns (measured by three questions). The survey index ranged from "Extremely Likely" to 

"Extremely Unlikely". 

In addition to the survey, a sample of ten individuals from among the survey respondents who held 

insurance policies was further interviewed to gain deeper insight into the technological readiness of insurance 

companies. The interviews explored the respondents' experiences using online services across five 

dimensions of the ICT framework: Infrastructure, Database Management Systems, Application assessment 

criteria, ICT management, and Technical skills (as described by Aqeel, 2014). The interviewees were asked 

open-ended questions about their experiences with online services in relation to various insurance-related 

tasks. 

3.1.1 Survey Methodology 

The total sample size for this survey was determined to be n=56. The survey instrument was designed using 

Google Forms and distributed among the researcher's peers and family through social media platforms. 
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3.1.2 Data Collection and Analysis 

For the initial data collection, a snowball sampling methodology was employed, taking into account the fact 

that only 25% of the population in Nepal holds insurance (Republica, 2021). The survey respondents were 

informed that the collected data would be used solely for research purposes, and only those respondents who 

consented to participate were included in the data analysis. The mean was calculated for each question to 

determine the most likely response. Additionally, box plots were generated for each question to assess the 

skewness of the data. Finally, the standard deviation was calculated to provide a measure of the distribution 

of responses across all questions. 

4. RESULT 

The survey yielded a total of 56 responses. Of the respondents, 78.6% belonged to the age group of 18-25, 

7.1% to the age group of 26-30, and 14.3% belonged to the age group of 35 and above. The survey 

participants were also asked to identify their gender, 58.9% of the respondents identified as male, and 41.1% 

identified as female. In terms of insurance coverage, 62.5% (n=35) of the respondents reported having 

insurance, while 37.5% (n=21) reported not having any insurance policy. 

Of those who reported having insurance, 75% (n=27) had life insurance, while 25% (n=9) had non-life 

insurance. Among those with life insurance, 22.2% had insurance with Rastriya Beema Sansthan, 18.5% had 

insurance with National Life Insurance, 7.4% had insurance with Union Life Insurance, Reliance Life, 

Citizen Life Insurance, and Metlife Insurance respectively, 11.1% with Prabhu Life Insurance and Life 

Insurance Corporation each, and 3.7% with Sun Life Insurance and Jyoti Life Insurance each. Among the 

respondents who had non-life insurance, 33.3% were affiliated with Ajod Life Insurance, 22.2% with Prabhu 

Life Insurance, Nepal Health Board Insurance, and Nepal Insurance Company Ltd with 11.1% respectively, 

and 22.2% were not sure of their insurance policy. 

Regarding the use of online services, 72.7% of the respondents reported not having used online services, 

while 27.3% reported having used such services. The Cronbach Alpha Value which measures the internal 

consistency of the data was found to be α = 0.89 for the eight survey questions that were calculated using the 

insurer data (n=37). The mean and variance of the results of the questions are displayed in Figure 1. 

 

 

Figure 1. Mean and Variance Calculation of TAM questions 
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Figure 1 suggest us that the data obtained from the last 3 questions are less scattered as compared to first 

5 questions. Most the respondents have similar thought process due to which they have similar opinion on 

survey questions. 

 

 

Figure 2. Whisker and Box plot of TAM questions 

Based on the responses of 10 participants, the study found that the implementation of various 

technological dimensions within the context of e-insurance services is illustrated in Figure 3. 

 

 

Figure 3. Technology Infrastructure Checklist 

The study employed a technological infrastructure checklist that assesses five different dimensions  

of technology implementation. These dimensions includes Infrastructure, Database Management Systems, 

Application Assessment Criteria, ICT Management, and Technical Skills. 
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5. DISCUSSION AND FINDING 

This study aimed to analyze the readiness of E-Insurance services in Nepal through the use of the 

Technology Acceptance Model (TAM) and Technology Assessment. The results obtained from the TAM 

questions revealed that the general public is generally ready to accept and trust the ICT infrastructure in the 

insurance industry, as evidenced by the mean and variance of responses on the security and privacy factors, 

which were approximately 2.5 and 1.4 respectively. However, the technological infrastructure in Nepal's 

insurance sector appears to be lacking in certain areas. Specifically, none of the sub-structures in the 

application assessment criteria checklist were implemented, and only 2 out of 7 sub-structures in the ICT 

management checklist were implemented and ready for use. This suggests that while users may be ready to 

accept the technology, the infrastructure itself may not be fully prepared to deliver the necessary services. 

Additionally, it was found that only 27.9% of respondents had used online services, indicating a significant 

portion of the population may not be aware of these services or lack the technical skills necessary to utilize 

them.  

Furthermore, the calculated 𝜶 value of 0.89 suggests that the survey results were consistent with each 

other and may be generalizable to a larger population. However, future studies could benefit from utilizing 

the Nepal Stock Exchange (NEPSE) index to investigate investment behavior in the insurance sector, and 

comparing the results obtained from this survey to investigate the level of trust the public has in the insurance 

sector in Nepal.  

It is important to note that the survey implemented in this study was conducted among individuals in the 

Kathmandu Valley, and primarily targeted the younger age group (18-25 years) which accounted for  

78.6% of the sample. Future research should aim to include a more diverse age group and individuals from 

different regions of the country. 

6. CONCLUSION 

In this study, the e-readiness of the insurance industry in Nepal is assessed by utilizing the results from 

Technology Acceptance Model (TAM) and interview questions. The findings reveal that the insurance sector 

in Nepal is lacking in the management and integration of Information and Communication Technology (ICT) 

facilities, despite the availability of infrastructure. Additionally, the survey results indicate that the general 

public who currently use online services is ready to adapt to digital change, even if the industry is not yet 

mature in terms of e-readiness. However, a significant gap is observed among individuals who do not 

currently use the online services of insurance companies. It is important to note that in today's digital age, 

providing fast and accurate information services to users requires the observation of e-readiness indicators. 

Therefore, it is the responsibility of the insurance industry in Nepal to access these indicators and take 

appropriate action. By assessing the readiness of customers who use online services and mapping their focus 

on technology implementation, insurance companies can increase their own e-readiness. This study may be 

beneficial for researchers, practitioners of e-governance, and IT officers of insurance companies. 
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ABSTRACT 

This study focuses on the effects of market transparencies on consumers’ perceived value of information. Information 

goods have two key special characteristics: they are experience goods, and they are often given away for free. The study 

implements three transparencies related to market goods – cost, operational, and price transparencies - in an experimental 

information market to examine their effect on the perceived value of information goods. Perceived value is assessed by 

willingness-to-pay (WTP). The research method is a controlled experiment including preliminary questions, a visual 

vignette depicting a health app and two value elicitation questions. 

Three groups of participants were exposed to each transparency form when price is not known. When cost transparency is 

applied, participants are more likely to download the app. Operational transparency has no effect on information goods. 

Price transparency diminishes the perceived value of the information good (WTP changes by -61.8%) and participants are 

80% less likely to download the app.  

When users received cost information related to a free information good, the perceived value of that good increased by 

+122.7% compared to the control. Operational transparency did not produce a statistically significant difference in WTP. 

The combined transparencies produce WTP which is higher than for operational transparency alone, but lower than for cost 

transparency alone.  

Overall, in the case of information goods, cost transparency enhances value perception while price transparency diminishes 

it. To date, cost transparency is rarely practiced in information markets. The current results suggest that the cost  

of producing information should be visible to information consumers. The lower combined effect of cost and operational 

transparencies may be indicative of information overload and the diminishing value of additional information. 

KEYWORDS 

Information Markets, Transparency, Willingness-to-Pay, Perceived Value 

1. INTRODUCTION 

Markets rely on varying implementations of excludability, rivalry, and transparency to ensure competition. 

Information markets are a special type of market where excludability and rivalry are often challenged as 

evidenced by the vast availability of free information and by easy copying.  Furthermore, it seems that 

transparency in information markets is taken as a given because most markets are digital and inherently offer 

data and metadata.  However, the special nature of information as experience good raises questions regarding 

the assumption of transparency. This study applies forms of transparency to an information good and examines 

their effect on people’s value perception of the information good.   

Experience goods are the case in which consumers are only able to learn about their preferences for a certain 

product after experiencing it (Villas-Boas, 2006). Before experiencing information products, a consumer 

knows: (1) the price (zero or else), (2) partial content such as title or description, (3) metadata such as author, 

publication, date, etc. In addition to the information they know, consumers may have scant indication regarding 

the quality of content, but they do not know the actual value to them for their needs and expectations. The full 

evaluation of the information good is revealed after actual use (Rusho & Raban, 2020). Therefore, there is an 

inherent “gap” of information between experience goods and their ability to present full transparency, an 

inherent opacity. On one hand, consumers wish to experience the information good prior to the decision to 

purchase, and on the other hand, if they experience the good, the good may become redundant.  

Transparency in markets is generally defined as a key mechanism that reduces the information asymmetry 

among market participants thereby promoting market efficiency (Bleck & Liu, 2007). What is the role of 

transparency in the case of experience goods? Can firms that sell experience goods risk full transparency? How 
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can sellers and buyers overcome this “gap” of knowledge? For example, in the consultancy reports market, full 

transparency can be a double-edged sword. Consumers would like to know exactly what they are paying for or 

if the specific information they desire is fully researched in the report, while firms can only disclose a  

high-level abstract.  

According to Buell (2019), the consumer-firm relationship is based on three types of transparency: cost, 

operational and price. Transparency requires clear disclosure of information in each of these areas.  Information 

markets raise new challenges.  What happens to transparency when the price is zero, i.e., when products are 

given for free (at least, without a direct pecuniary charge), as is the case for information?  Do the other types 

of transparency become more salient, or do they also fade? Focusing on the special case of transparency in 

information markets may offer relief to both challenges raised here: information as experience good and the 

abundance of free information.   

  This paper proceeds as follows.  First, we describe the special case of information as a market good, 

followed by an explanation about willingness-to-pay as a form of value perception and defined as the dependent 

variable in this research. Then, we describe the three types of transparency (cost, operational and price) in 

consumer goods markets and their expected behavior in the information goods market. Finally, we outline the 

experiments hypotheses, presented in the research, across a variety of instantiations of the different 

transparencies. 

2. RESEARCH BACKGROUND 

Since digital goods are often non-rival, they have some unique characteristics, such as zero cost of duplication 

and transportation and no geographic boundaries. While the production costs and effort may be considerable, 

the marginal costs are zero or close to zero (Shapiro & Varian, 1999). This unique cost structure results in a 

tendency for pricing to often be set at zero, explaining why information is freely available.  However, free 

availability may come at other, social, costs, such as information overload which may bear a negative effect on 

personal productivity (Sabeeh & Ismail, 2013) or fake news, conspiracy theories, urban legends and the like 

(European Parliament & Frau-Meigs, 2020).  It stands to reason that transparency of and about information 

may help to reduce these social costs and at the same time, increase the perceived value of information.  

The next section describes value perception which is operationalized as willingness-to-pay (WTP), which 

is the dependent variable in the research.  

2.1 Value Perception  

Due to the nature of information goods, consumers’ perceived value before using the information is related 

only to the initial description they have about the information. This stands in contrast to physical goods, in 

which value is mostly known in advance (Rusho & Raban, 2018). From an economic point of view consumers’ 

willingness-to-pay (WTP), reflects their perceived value of information (Lopatovska & Mokros, 2008). 

Therefore, in the research we use willingness-to-pay (WTP) as the dependent variable to measure individual 

value perception for each state of transparency.  

WTP is the maximum amount an individual is willing to pay for a product or a service (Hanemann, 1991).  

WTP is a fairly common measure of subjective value which combines the economic and psychological 

approaches to allocating value to information (Rusho & Raban, 2018). It provides a behavioral assessment  

of value perception (Horowitz & McConnell, 2003) and as such, it is an indicator of preferences.   

In the following, we explain the nature of cost, operational and price transparencies. Each transparency has 

different effects on consumers perception regarding the value of information.  

2.2 Cost, Operational, and Price Transparencies 

A firm’s disclosure of cost information reveals information about its profit margins, which could make the firm 

vulnerable to negative consequences, such as consumer ire or supplier price increases (Derlega et al., 1993; 

Mohan et al., 2020). Although cost transparency is considered sensitive information for a firm, it can engender 

trust and deepen the relationships among companies and consumers (Aron et al., 1997; Sedikides et al., 1999).  

Firms typically treat their costs as tightly guarded secrets, however, Mohan et al. (2020) demonstrated that 
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when cost transparency is voluntary rather than forced by regulation, it increases purchase interest by enhancing 

consumer perceptions of a firm’s trustworthiness. In addition, willingness to buy was higher in the presence  

of cost transparency due to increase in trust even when prices were unexpectedly low. 

The challenge in information markets is to set a positive price given the widespread norm of free 

information. We posit that revealing the cost associated with the production of an information good may 

provide part of the needed description to enhance its value as perceived by its users. Cost transparency may 

contribute to reducing the inherent information asymmetry leading to the first hypothesis:  

Hypothesis 1 (H1): Cost transparency in information goods markets will increase WTP. 

Recent research revealed that operational transparency increases sales and increases people's trust and 

satisfaction in online services (e.g. digital travel agents), retail (i.e. highlighting the costs and processes 

involved in manufacturing) and even in settings where trust is otherwise low, such as government services 

(Ryan W. Buell et al., 2021).  

Operational transparency increases perceptions of value because of increased perceptions of effort and 

resultant feelings of reciprocity between consumer and the firm (Chinander & Schweitzer, 2003;  

Gershoff et al., 2012). Operational transparency is a driver not only of perceived value but also of satisfaction 

and repurchase intentions (Ryan W Buell & Norton, 2011).  

Following the same logic, we suggest that operational transparency may increase value perception in the 

information goods market. Free availability of information does not mean free or effortless production process. 

Consumers do not know the extent of effort put into creating the information good. If consumers become aware 

of the effort invested in producing the information good, it may increase their perception of value. Therefore, 

we posit that revealing the process associated with the production of information may have similar effect as in 

consumer goods markets, leading to the second hypothesis:  

Hypothesis 2 (H2): Operational transparency in information goods markets will increase WTP. 

Price transparency is defined as the extent to which information available about prices organizes, explains, 

clarifies, or projects the contextual direction and/or rationale for the seller’s pricing (Hanna et al., 2019). An 

example of price transparency is price partitioning which refers to the common technique of revealing the price 

of the component parts of a product; for example, by dividing a product's price into its base price and shipping 

and handling (Bertini & Wathieu, 2008; Morwitz et al., 1998). Price transparency and price partitioning have 

both been found to increase purchase intentions, and to do so via a cognitive process (Morwitz, 1998).  

Price transparency is effective at influencing consumer behaviour, especially when combined with low 

variability pricing strategies. Consumers are not only willing to pay more when pricing is clear and transparent 

but also likely to accelerate their purchase (Hanna et al., 2019).  In the case of information goods, the lack of 

pricing (availability at no direct monetary charge) drives consumers towards hoarding behaviour and 

overconsumption (Edelman, 2009). Free availability may be interpreted as maximum price transparency which 

supports over-consumption.  Imposing a price where the norm is free availability is likely to reduce the rate of 

transactions, but the implication for WTP is unclear. We posit that the effect of price transparency, when price 

is not zero, for information goods is similar to the effect of transparency on consumer goods. Therefore, 

Hypothesis 3 (H3): Price transparency in information goods markets will increase WTP. 

All three types of transparencies have different underlying mechanisms such as enhanced trust for cost 

transparency, increased effort perception for operational transparency, and increased value perceptions for 

price transparency (Mohan et al., 2020). Moreover, because consumers do not typically think about firms’ 

costs, when they encounter an unexpectedly high price, they are likely to infer the high price as a reflection of 

high margins (as opposed to high costs). Since a firm’s voluntary revelation of its costs increases trust, it also 

increases purchase interest both when prices are surprisingly high as well as when prices are surprisingly low 

(Mohan et al., 2020). But what happens in information markets when price is zero? Increased value perception 

via price transparency is not a possible underlying mechanism. In that case, trust and effort perception may 

alone become the underlying mechanism. Therefore, we posit that where price is zero, cost transparency and 

operational transparency in information goods can increase the rate of transactions. Therefore, 

Hypothesis 4a (H4a): Cost transparency will increase WTP for free information goods compared to the 

control. 

Hypothesis 4b (H4b): Operational transparency will increase WTP for free information goods compared to 

the control. 

Hypothesis 4c (H4c): Cost and operational transparencies will increase WTP for free information goods 

compared to the control. 
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Hypothesis 5 (H5): transparencies increase the rate of transactions for information goods compared to the 

control. 

3. METHOD 

The purpose of the research is to examine the effect of cost, operational, and price transparencies, and 

interrelations among the three transparencies on the perception of value of information. The research building 

blocks are expressed in the hypotheses above and are shown in Figure 1. 

To investigate the effects of the three types of transparency in a market for information goods, we conducted 

an experiment eliciting the participants’ perceived value as WTP when they were presented with transparency 

related to an information good. The independent variable was transparency, which had three levels  

(cost, operational and price). The dependent variables were the consumer’s WTP – the private value a consumer 

was willing to pay for an information good and the willingness to download an app. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. The research model for the study of transparency in information markets 

A controlled experiment served to test the causal relations described in the hypotheses. The experiment 

included preliminary questions, a visual vignette and an elicitation of subjective value (WTP). Forms of 

transparency were manipulated via the visual vignette.  Each manipulation was presented to a new group of 

participants to avoid dependence.  To test the five hypotheses, we needed a control group and six experimental 

groups. The information good was an app that checks the combination of symptoms and personal information 

against the aggregated knowledge and experience of thousands of doctors and their clinical insights to provide 

a possible diagnosis, along with the resources to provide help the ailing the patient.  
Research participants were recruited via Midgam Project Web Panel, a company specializing in services 

for internet research to academic scholars and research companies. Each group included about 35 participants 

for a total of approximately 245 participants.  The sample included Israeli adults who are regular users of 

mobile phone apps at the ages of 20-75. The independent variable: Types of transparency (cost, operation, and 

price). The dependent variables: 1. Willingness-to-pay (WTP) – the sum consumers were willing to pay for an 

information good; 2. The rate of app download transactions (in H5). Participants were randomly assigned to 

the control and six experiment groups. Each participant opened a link that directed him/her to the experiment 

comprising the following sequence of web pages: 1. Welcome page and consent form; 2. Background questions 

(age, gender, education level, apps used); 3. Activity instructions; 4. An infographic with the information good 

details; 5. Transparency manipulation followed by an input window with a prompt regarding WTP for the 

presented information good; 6. Closing and thank you. Figure 2 summarizes the screens that comprise the 

experiment interface. 
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Figure 2. The experiment flow 

4. RESULTS 

This study set out to discover the influence of market transparencies on the perceived value of an information 

good.  The control group was exposed to the health app without market transparency and the experimental 

groups saw the same app with the addition of market transparencies. Descriptive data and two-tailed t-test 

statistics appear in Table 1. The unit of measurement of WTP is virtual money, New Israeli Shekels. 

Table 1. Descriptive statistics and two-tailed t-test for the dependent variable, WTP of an information product 

Group Manipulation Group Size WTP Range WTP Mean Std. Dev. t-Test* 

Control none 35 0-100 25.06 34.28  

1 Cost transparency 34 0-250 43.68 78.65 1.28 

2 Operational Transparency 34 0-100 17.15 30.28 -1.02 

3 Price Transparency 34 0-80 9.56 19.28 -2.31* 

4 Cost transparency, free app 36 0-300 55.83 86.24 1.97* 

5 Operational transparency, free app 37 0-150 38.19 49.10 1.31 

6 Cost & operational transparency, free app 35 0-300 49.69 66.34 1.95* 
* p<.05 in a two-tailed t-test comparing the control group with each of the experiment groups 

 

An important observation (Table 1) is that the introduction of cost transparency is associated with the 

highest average WTP (M=43.68). The absence of a main effect is likely due to the high standard deviation. 

For price transparency in information goods, a statistically significant difference at p=.024 in WTP was 

found. When the users are exposed to price transparency, the perceived value of the app decreases  

(WTP changes by -61.8%).  

A one-way ANOVA (Table 2) compared the means of groups 1-3 where transparency manipulations were 

applied to the information product while users were not aware whether the product was free or fee-based.  

A statistically significant difference was found (F(2,99)=4.379, p=.015). A post-hoc test revealed a statistically 

significant difference (p=.016) between cost transparency (group 1, M=34.68) and price transparency  

(group 3, M=9.56). 

Table 2. ANOVA post hoc Tukey’s test for mean WTP in the presence of cost, operational and price transparencies 

Group (I) Group (J) Mean Difference (I-J) Std. Error Sig. Lower Bound Upper Bound 

1 Cost 2 Operation 26.529 12.106 .078 -2.28 55.33 

 3 Price 34.118* 12.106 .016 5.31 62.92 

2 Operation 1 Cost -26.529 12.106 .078 -55.33 2.28 

 3 Price  7.588 12.106 .806 -21.22 36.39 

3 Price 1 Cost -34.118* 12.106 .016 -62.92 -5.31 

 2 Operation -7.588 12.106 .806 -36.39 21.22 
* The mean difference is significant at the 0.05 level 

 

A t-test comparing group 4 to the control group indicated a statistically significant difference. When users 

received cost information related to a free information product, the perceived value of the information product 

increased by +122.7% compared to the control. In the experiment, the zero price of the app was presented as a 

temporary price. A t-test for independent samples comparing group 5 to the control group was not statistically 

significant (p =.195). To test the effect of combining cost and operational transparency on WTP when the price 
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of the good is zero, a t-test for independent samples compared group 6 to the control group. An effect was 

found at p =.055. We consider this to be statistically significant. When the users know the app is free and they 

receive information regarding the costs and operations associated with developing the app, the perceived value 

of the app increases (WTP changes by +98.3%). This effect is smaller than the effect of cost transparency 

alone. 

H5 results: To test the effect of transparency type on the rate of transaction (willingness to download the 

app) we conducted a logistic regression. Table 3 displays a statistically significant difference related to cost 

transparency at p=0.02 with positive Exp(b)=2.4 value. According to these findings, cost transparency 

increases the likelihood to download the app by +140% (2.4 times) compared to other forms of transparency.  

A statistically significant difference found for price transparency p=.001 with negative Exp(b)=.214 explains 

the opposite effect. Price transparency reduces the likelihood of downloading the app by -80%. 

In summary, H1, H2, H4b are rejected, H3, H4a, H4c are accepted and H5 is partially accepted.  

Table 3. Binary regression results of willingness to download the app per type of transparency 

Group B S.E. Wald df Sig. Exp(B) 

1 Cost .875 .376 5.410 1 .020 2.400 

2 Operation .236 .345 .468 1 .494 1.267 

3 Price -1.540 .450 11.725 1 .001 .214 

4 zero price cost -.223 .335 .443 1 .506 .800 

5 zero price operation .054 .329 .027 1 .869 1.056 

6 zero price cost and operation -.651 .356 3.338 1 .068 .522 

99 Control  .374 5.997 1 .014 2.500 

5. DISCUSSION 

This study set out to assess how forms of market transparency affect people’s value perceptions of an 

information product and their willingness to download the product. The main research objective was to 

establish causality by comparing experimental treatments with a control. Another objective was to evaluate the 

relative influence of the various transparencies. The study relates to two sub-groups of hypotheses. One  

sub-group examining a scenario when users are not aware whether the product is free and the other sub-group 

analyzing similar scenarios with a clear indication that the product is available at no cost for a certain time.  

The difference between the group exposed to cost transparency and the control group was not statistically 

significant. Nevertheless, cost transparency produced the highest average WTP compared to the control group 

and the other two experimental groups exposed to operational and price transparency, respectively. 

Revealing cost information increased the likelihood of downloading the health app by +140% compared to 

other transparencies. The findings that when cost transparency was observed participants were willing to pay 

the highest price and were more likely to download the app established that cost transparency increased value 

perception. This finding was aligned with earlier findings where willingness to buy was higher in the presence 

of cost transparency (Mohan et al., 2020). The present findings indicate that a similar effect occurs for purely 

digital goods that carry no particular company or provider information.  This attests to the subjective nature  

of information value perception and to the importance of cost transparency in the market for information 

products. A future study could establish whether there is an added effect by adding an identity or a brand name 

to the information provider. 

When comparing the operational transparency group to the control group, the difference was not 

statistically significant. Previous literature indicated that operational transparency increased perceptions of 

value because customers appreciated the effort involved in the process which led to increased customer 

satisfaction (Ryan W. Buell et al., 2021). The present results highlight an interesting difference in the effect  

of operational transparency between market goods and information goods. To better understand the effect  

of operational transparency on WTP, we suggest conducting the same experiment with a larger sample size to 

reduce statistical errors. In addition, examining a finer manipulation check of the operational transparency may 

help to determine whether, indeed, there is no statistically significant difference.  

When users are unaware of app pricing, price transparency diminishes the perceived value of the product 

(WTP changes by -61.8%). Participants are 80% less likely to download the app. When price becomes salient, 

users are considerably less willing to make a transaction. This finding is noteworthy because the users’ natural 
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inclination to pay is higher (control group) when they are not told that payment is required as compared to the 

case of group 3 in which the users were told that payment is mandatory. Along this line of thinking, a 

recommendation for companies developing experience goods, would be to allow users to experience the good 

prior to showing the prices. For example, offering a trial and separately providing the price. The emphasis in a 

product trial should be on product experience rather than on emphasizing a “free period” which draws attention 

to pricing. While price transparency is known to support market transactions for regular market goods  

(Hanna et al., 2019), an opposite effect appears in the case of a digital information product. In the case of 

information goods, consumers usually expect to find free availability of information and zero pricing. 

Therefore, price transparency (a non-zero price indication) may contradict with this basic axiom, leading to 

diminishing market transactions.   

The statistically significant difference in WTP between the cost transparency group and the price 

transparency group is aligned with the theory explaining that cost transparency information is the most sensitive 

information a company can share, and users value the disclosure of this information (Mohan et al., 2020). 

Overall, in the case of information products cost transparency enhances value perception while price 

transparency diminishes it. Cost transparency is rarely practiced in information markets. According to the 

present results, cost transparency would be a substantial catalyst for transactions in information markets. 

Taking an in-depth look at the impact of transparency when price is zero offers some surprising insights. 

When users know that price is zero and they receive information about cost associated with developing the 

app, they are willing to pay +123% more for the app as compared to the control group. When they are presented 

with both cost and operational information, they are willing to pay +98% more as compared to the control 

group. Interestingly, the combined effect of two transparencies is a WTP value which is higher than for 

operational transparency alone, but lower than for cost transparency alone. One interpretation could be that 

since operational transparency does not have a significant positive effect, adding it to cost transparency 

diminishes the effect of the latter. Another interpretation could be a diminishing value of additional 

information, an indication of information overload. This should be further explored in a future study presenting 

additional general information in order to distinguish the general informational effect (i.e. information 

overload) from the specific operational information effect.  

A practical recommendation to companies based on the current findings is to be short and focused on 

transparency information and not to overload users with information. The results indicate that the combination 

of free trials of experience goods and cost transparency lead to increased WTP. While many companies 

implement the logic of offering free goods, the shift to payment is non-trivial.  This research offers insight into 

how to use specific transparencies to elicit and encourage consumers’ willingness to pay for an information 

good. 

Next, we offer analyses that were possible using the available data, however, these analyses were not 

associated with specific hypotheses. 

6. FURTHER ANALYSIS 

When comparing group 2 (operational information with no price indication) to group 5  

(operational information with indication of price zero), a statistically significant difference in WTP was found. 

When the users know the app is free and they receive information regarding the operations associated with 

developing the app, the perceived value of the app increases as compared to when users do not know that the 

app is free or fee-based (WTP changes by +122.7%). This finding provides insight regarding the relation 

between highlighting that the price is zero, even if temporarily, and operational transparency. Comparing each 

operational transparency (groups 2 and 5) to the control did not produce a statistically significant difference, 

however, comparing the groups to each other produced a significant difference. The increased WTP in group 

5 is associated with the interplay between operational transparency and zero price information.  

Another interesting finding is the statistically significant difference when comparing group 3 in which app 

pricing was not stated to groups 4-6 where the stated price was zero (group 4 p=.003; group 5 p=.002; group 6 

p=.001). In group 3, participants saw price information of similar apps and were asked to submit their 

willingness to pay for the health app. This resulted in 61.8% decline in WTP of and an 80% decline in the 

willingness to download the app. In groups 4-6, participants were told that the current price of the app is zero 

and then they submitted their WTP bids.  The results indicate that users value the free trial period and would 
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be willing to pay more afterwards by as much as +484%, +299%, +420% in groups 4, 5, and 6, respectively. 

These findings indicate that when information products are concerned, the accompanying information should 

not refer to price alone, but to other elements, which in the current setup are cost and operational transparencies. 

7. LIMITATIONS 

The different manipulations were descriptive paragraphs of the specific relevant transparency for each group. 

Although the questionnaires were identical in color scheme and infographic, the length of the transparency 

paragraphs were not identical. The operational transparency descriptive paragraph was longer than the other 

paragraphs. Future research may include identical length of descriptive information for each group. 

Probably due to small sample sizes and large variances, some differences were not statistically significant. 

The immediate conclusion is that when eliciting WTP, which is a subjective measure characterized by large 

variance, larger group sizes are needed. Statistical power will be examined and implemented in selection of the 

sample size in a future study.  

Another angle to consider is related mostly to selecting experiments as the main research tool. It is  

well-known that the external validity of experiments is limited, however, we rely on the long tradition of 

behavioral economics while striving to present realistic cases.  

8. CONCLUSION 

While transparency has been shown to be vital in markets, it has not received sufficient attention in information 

markets. Beyond the academic interest, transparency has important practical implications because information 

is critical in affecting people’s choices and actions. Transparency in information markets is largely taken as a 

given because most markets are digital and inherently offer data and metadata. However, the abundance of free 

information implies that market mechanisms are lacking.  

This research focused on three forms of market transparency (cost, operational and price) based on the 

consumer-firm relationship. Similar to previous studies on transparency in market goods, participants exposed 

to cost transparency information were willing to pay the most as compared to participants exposed to other 

forms of transparency. Hence, cost transparency increases value perception also in information goods markets. 

Interestingly, we found an opposite effect with price transparency in information goods and no effect regarding 

operational transparency. Further research should assess additional forms of transparency that might be unique 

for information goods market. By studying how separate and combined forms of transparency affect the 

perceived value of information, future research will provide theoretical and practical insights relating to 

people’s information consumption. 
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ABSTRACT 

Loyal customers are essential for a business' success in an e-commerce environment. Despite the e-commerce industry's 

explosive expansion and popularity, businesses continue to have trouble winning over and keeping customers. Therefore, 

businesses must research the factors influencing customer loyalty in order to ensure their survival in a highly competitive 

market. This study assesses the influence of variables including online shop image, online shopping expectation, 

purchasing experience, perceived value, customer satisfaction, and website trust on B2C E-commerce customer loyalty. 

Indian youths were the study's target group, and a questionnaire survey was used to collect data from them. The main 

findings of this study show that customer satisfaction and the online shopping image have a substantial impact on 

customer loyalty. Online shopping image, privacy, and buying experience were proven to have a substantial impact on 

customer happiness. This study contributes to a deeper knowledge of the variables influencing customer loyalty 

and happiness in an e-commerce environment, particularly among young people.   

KEYWORDS 

E-Commerce, Customer Satisfaction, Brand Loyalty, Online Shop Image, Trust, Security, Privacy

1. INTRODUCTION

The internet has become an important medium for business transactions and developing marketing strategies. 
Online businesses are developing quickly due to their advantages, such as increasing efficiency, reducing 
rates, saving costs, shifting market size and structure, as well as removing intermediaries and allowing 
suppliers to meet the right customers (Ebrahimi, 2019; Srivastava, 2020). Previous studies have shown that 
customer loyalty has a huge effect on company performance, and most companies see it as a major source of 
competitive advantage. Most companies see consumer loyalty as a major source of competitive advantage. 
Loyal customers are too important when it comes to sustainability (Kassim N. M., 2009). E-loyalty has 
become a necessity for businesses to thrive, and it is important to recognize the factors that influence 
customer loyalty. This includes customer satisfaction, trust, and the effect of the design features of a seller's 
site. The key to long-term success for e-commerce businesses is developing consumer trust, and consumer 
satisfaction and customer loyalty to a company's services can both be significantly impacted by consumer 
trust in online purchasing websites. These ideas have been employed in the context of e-commerce in earlier 
studies. 

Brick-and-mortar businesses have evolved into brick-and-click businesses due to the digital revolution. 
In December 2014, businesses that completed online sales made up 24.7% of the overall national total. China 
had 648.75 million internet users in 2014 (CNNIC, 2015) and 55.7% had done at least some online shopping 
in the year prior (Huang, 2019). According to a Statista report, global retail internet company sales will 
increase by three times to $4.5 trillion by 2021 from the $1.3 trillion in 2014 (Sharma, 2019). 

India's e-commerce market is projected to reach US$ 111 billion and US$ 200 billion by 2024 and 2026, 
respectively (IBEF, 2022). This increase in sales is due to e-commerce companies providing more services 
than their offline counterparts, supported by government regulations. Customers have easy access to 
organizational and product details through e-shopping websites, can access consumer reviews and feedback, 
compare prices, and much more. This high level of demand for e-commerce websites has created a need for 
companies to recognize the purchase patterns of people to make sure they survive in the long run. 
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2. BACKGROUND THEORY 

Customer loyalty is a long-term version of customer trust on a website, which gives it an edge over its 

competitors. It is all about earning the trust of the customer so that they are more likely to recommend the 

website to others (Gefen, 2002). Multiple definitions of loyalty have been put forward, and they all agree that 

customer loyalty includes both behavioural and attitudinal components. Loyalty is a valuable asset for 

companies, as it helps gain new customers and reduce marketing costs (Yang, 2019). It is also seen as a 

reward for customers, as it encourages them to purchase again and suggest or give favourable remarks to 

others. Research suggests that satisfaction is also important. 

Customer loyalty in an e-commerce setting has been studied deeply, and several interpretations have been 

given (Abumalloh, 2020). Recent studies have shown that the product's price and promotion are no longer the 

main factors that drive the customer to make a purchase decision (Azam, 2012). Instead, customers' 

expectations and demands are the driving forces to create the need for new technology and state-of-the-art 

features and services (Pereira, 2016). This has enabled businesses to react swiftly to improvements made by 

rivals, reducing the market impact of product differentiation. Only customer-centric relationships have 

emerged as a wise way to set businesses apart from their competitors. It is important to examine and 

comprehend customer online behaviour and buying habits because they are not linear. According to scholars, 

customer behaviour changes over time because experience shapes perception. 

In previous studies, consumer satisfaction has been shown to be the main factor in the formation of 

loyalty in e-commerce. However, some experts have said that even though customers are satisfied, they tend 

to go for other alternatives. This ambiguity has led to a need to consider other related factors when assessing 

customer loyalty (Safa, 2019). Every company in the field of e-commerce is in the red ocean and must find a 

way to sustain in this high competition with the loyalty factor as the crucial factor contributing to the 

sustainability of business (Ranggadara, 2019). This study aims to develop and evaluate a model that can be 

used in corporate management settings and raise scientific awareness in the field of marketing. It aims to 

establish a deeper understanding of online customer behaviour and the purchase decision process in the  

e-commerce scenario, as it is essential for companies to evaluate the findings from data analysis and the new 

insights that are discovered. 

3. HYPOTHESIS DEVELOPMENT 

3.1 Online Shop Image/Brand Image 

The term "online shop image" describes the general perception of e-commerce firms created by a number of 

signals, including store characteristics, marketing tactics, operational style, etc (Chen, 2010). Consumers 

develop a mental image and sense of trust for a brand when they associate it with associations they can recall 

(Hermawan, 2019). A positive brand image will entice buyers to make additional purchases. The brand image 

is frequently referred to in the psychological elements of the image that are ingrained in the consumer's 

subconscious through the expectations and experience of adopting the brand through a product or service, 

creating a positive brand that is increasingly significant to the company. The brand image is also viewed as a 

description of the business that includes the symbolic meaning connected to the specific characteristics of the 

goods or services. Providing cost-effective products ensures customer satisfaction and loyalty in addition to 

enhancing brand image if a website has a positive shop image (Aslam, 2019). Considering this, the following 

assumptions can be made: 

H1a: Online shop image has a significant influence on online shopping expectation. 

H1b: Online shop image has a significant influence on the perceived value. 

H1c: Online shop image has a significant influence on customer satisfaction. 

H1d: Online shop image has a significant influence on customer loyalty. 
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3.2 Online Shopping Expectation 

Before customers utilise an online store to make a purchase, they have certain expectations for the product 

(Chen, 2010). It is the seller's job to live up to the customer's expectations and to give them confidence that 

the website can fulfil them (Othman, 2020). It is a crucial psychological test before engaging in online 

purchasing and has a big impact on how those transactions are regarded and their value. When a person 

makes a purchase, for instance, their expectations are frequently very high. As a result, even if a tiny issue 

arises or the person receives a product that falls short of their expectations, the purchasing experience 

becomes negative and is negatively evaluated as a result. Therefore, the following hypotheses are put 

forward: 

H2a: Online shopping expectation has a significant influence on purchasing experience. 

H2b: Online shopping expectation has a significant influence on perceived value. 

3.3 Purchasing Experience  

The actual psychological reactions to in-store purchases are a focus of the online shopping experience (Chen, 

2010). According to its definition, the online customer experience is a psychological condition that shows 

itself as a user's subjective response to the website. When a client uses an online platform to get information, 

they participate in the cognitive and emotive processes that produce information that leaves a lasting 

impression. Numerous studies highlight the crucial part that customer experience plays in online commerce. 

Numerous publications stress how crucial it is for organisations to provide a positive online consumer 

experience because it influences client satisfaction. Additionally, the consumer experience is intricate and 

includes cognitive, social, emotive, and physical components. They are related because perceived value and 

the buying experience are both cognitive elements. Researchers have concluded that consumers' perceptions 

and intents are favourably impacted by their online shopping experiences. Individually, more experience 

increases online buying happiness and the quantity of actual transactions made (Dabrynin, 2019). Based on 

these reviews, the following hypotheses are proposed: 

H3a: Purchasing experience has a significant influence on perceived value. 

H3b: Purchasing experience has a significant influence on customer satisfaction. 

3.4 Perceived Value 

The ability of a product to satisfy the wants and expectations of the consumer is measured by their perception 

of its perceived value, which is a comparison between the resources they invested and the value they received 

from the product they purchased (Suhartanto, 2019). In essence, it refers to the cost and resources people are 

willing to spend on a good or service. Customers may quickly compare product features and costs in the 

internet business environment, which emphasises the significance of perceived value. Perceived value is high 

when from the customer’s perspective the product or service has a high ability to compensate for the 

resources spent by the customer in buying that particular product. Hence, the customer deems the product to 

have a high value or return on investment. Along the same lines, we can talk about why a product has less 

perceived value. Hence the seller or e-retailer has to make sure that the products have high perceived values 

in monetary and non-monetary terms, so as to maintain a healthy relationship with the customer.  

The perception of the goods and the online store following an online purchase can also be included in the 

perceived value. The comparison of a product's material and intangible benefits, its added level, and its 

overall production and use expenses is what is specifically meant by perceived value. The majority of 

researchers claimed that perceived value was strongly situational and context-dependent (Wang, 2020). The 

whole of all subjective and objective, qualitative and quantitative, and qualitative aspects that go into the 

overall shopping experience is what is referred to as value. However, perceived value is not just a 

comparison of money spent versus the value for money returned in the form of the item purchased, but it is 

the comparison of effort, time, money spent versus the returns we get in the form of the item. Perceived value 

just doesn’t mean only about pricing, it is also about the product’s quality and repurchasing intention. From 

analyzing many models and literature it is found that perceived value was one of the most important drivers 

of customer satisfaction (Ali, 2019). Privacy and Security are the components of perceived value and these 

components indeed affect trust on the website through perceived value. 
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So, we assume that: 

H4a: Perceived value has a significant influence on trust on the website. 

H4b: Perceived value has a significant influence on customer satisfaction. 

3.5 Customer Satisfaction 

Customer satisfaction can be defined as customers’ evaluations of a product or service concerning their needs 

and expectations (Ferreira, 2020). Kotler defines it as a feeling in the form of one's pleasure or 

disappointment resulting from comparing the perceived product (Widjaja, 2019). 

Customer Satisfaction is the result of a good shopping experience. This cognitive state the consumer has 

is compensated for the price paid. It represents the particular purchasing experience along with the customer's 

feelings about the experience before the actual buying point. Web design/appearance and privacy/security 

will also focus on customer satisfaction. After buying online, it's a psychologically pleasant experience. 

Satisfaction is the satisfaction of a consumer with his or her previous purchase experience with a particular 

retail website.  

Researchers have long been interested in the link between customer satisfaction and loyalty. According to 

earlier research, the majority of researchers thought that loyalty was significantly influenced by satisfaction. 

Similar findings were made regarding loyalty in e-commerce, where a review of 45 loyalty articles revealed 

that more than 30 of them (or more than two-thirds of the literature) analysed and confirmed the link between 

loyalty and satisfaction, highlighting how improving customer satisfaction could increase customer loyalty. 

Additionally, there is also significant evidence to suggest that in order to accurately measure loyalty, 

customer satisfaction must be considered an important indicator of loyalty (Wang, 2020). Thus, we presume: 

H5: Customer satisfaction has a significant influence on customer loyalty. 

3.6 Trust on the Website 

The ability to monitor or control the other party is not a requirement for trust; rather, trust is the desire to be 

exposed to the acts of the other person (Choi, 2019). Trust is of great importance for long-term success in  

e-commerce. This trust is transformed into loyalty in the long term through good customer satisfaction. It is 

important to note that consumers who do not trust a particular website are unlikely to buy back from this 

website in the future even after a satisfactory shopping experience. In other words, satisfaction doesn't 

necessarily mean loyalty, but customer loyalty leads to satisfaction. This is because the dissatisfied customer 

will choose to buy from other websites. Therefore, e-stores have to satisfy customers to make them trust the 

website. In the process of satisfying the customer, the initial step is to build trust (Mofokeng, 2019). 

Consequently, as trust increases, the repurchasing intention also increases, affecting customer satisfaction 

and hence indirectly affecting loyalty (Lin, 2007). So it is assumed that: 

H6: Trust on the website has a significant influence on customer satisfaction. 

3.7 Information Quality 

Website IQ is the customer's assessment of the level of the product or service information offered on the 

website. Information is an essential part of sites and its quality is viewed as a marketing device to ensure the 

smooth execution of transactions in web-based shopping (Kim, 2009). The IQ of a website is often defined as 

the capacity to deliver the knowledge that it needs to offer to its users. When evaluating website usage, 

website quality is a key success element for e-commerce service providers. The IQ of a website is typically 

influenced by the products offered there, the provider's service quality, the design of the website or system, 

its usability, and the product quality (Aslam, 2019). Customer acceptability, for instance, has a favourable 

link with website IQ. A website's information quality leaves a lasting impact on users, leading them to 

believe it is the best option for them to proceed with the purchase process. Nonetheless, IQ does not affect 

the purpose of customers to conduct website transactions. Several researchers suggested a favorable 

association between website IQ and social image on the website. So, the assumption is that: 

H7: Information quality has a significant influence on online shop image. 
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3.8 User Interface Quality 

Previous research indicates that the user interface is directly tied to the website design dimension, which is 

vital in fostering satisfaction (Kassim, 2008). These aspects of material service quality include visually 

beautiful, captivating, and eye-pleasing website content, organisation, and structure. In spite of this, 

developing trust can be significantly influenced by the first impression of a retail website, and maintaining 

trust can be made simpler by excellent communication. For instance, user-friendliness or content design 

aesthetic aspects have been purposefully created to express trust in the e-commerce environment. 

When customers connect with an e-service provider, the user interface serves as the store's front and 

ambiance. This element is crucial since it affects a customer's initial perception of the website and how easily 

they can navigate and grasp its contents. The user interface is referred to as a tangible aspect of e-commerce. 

More effective and efficient the website is, the more swimmingly the process goes, resulting in higher 

satisfaction levels (Faraoni, 2019). Hence a well-designed website will create a positive social image among 

users. So the assumption is that:              

H8: User interface quality has a significant influence on online shop image. 

3.9 Security Risk 

E-transaction protection refers to the customer's perception of online security while dealing with e-commerce 

service providers when purchasing goods or services. In general, security risk is a major reason why 

customers are hesitant and doubtful in completing e-transactions through debit or credit cards (Tzavlopoulos, 

2019). E-commerce systems should provide protection of customer information and also details about their 

Internet shopping transactions. Many issues such as stolen information, fraudulent transactions, etc. are 

consequences of poor protection of customer information which is highly undesirable. Hence security risk is 

a very important factor in an e-commerce setting (Othman, 2020). If a payment goes wrong or if the site is 

fraudulent, the perception of the customer towards the site completely changes. So, it is assumed that: 

H9: Security Risk has a significant influence on perceived value.  

3.10 Privacy 

Access to unwanted private information on the website is not entertained by any customer other than the 

required information. Since a data leak can cause big issues such as identity theft, the privacy of personal 

information has been a major concern for customers, and any problem in protecting their personal 

information will deter them from purchasing from the website (Faraoni, 2019). If the website does well in 

maintaining the privacy of information, it instills confidence in customers which is the genesis of trust. 

Hence, it is up to the e-service provider to change the customer’s perception of the website’s competency and 

policies in protecting private information (Aslam, 2019). If the customer is unhappy or suspicious with the 

type of information the site is asking, the customer’s perception changes and might even lead to damage to 

the trust the customer had on the website. So it is assumed that: 

H10: Privacy has a significant influence on perceived value. 

4. METHOD 

4.1 Data Collection 

This research is a quantitative study for which the tool used is a survey questionnaire to get the responses 

from the target group. The questionnaire items were adopted form previous literature. Data was collected 

from 300 participants from the generation Z cohort belonging to different regions of the country using 

convenience sampling approach. People of this age were considered since they are very active in online 

shopping.  
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4.2 Measurement Model Analysis 

Measurement model analysis needs to be completed before hypothesis testing to validate the research 

instrument. All the constructs have Cronbach’s Alpha values and Composite Reliability values of more than 

0.7 (threshold value) which means that all the items (questions) for all constructs are internally consistent and 

hence reliable (Hair et al., 2016). Additionally, it was discovered that all constructs have AVE (average 

variance extracted) values greater than 0.5. This proves the validity of the constructs because more variance 

is captured by all constructs than there is due to measurement error. 

Discriminant validity is a measure of the extent to which a construct is which is supposed to be distinct is 

actually distinct or different from other constructs in the model. Therefore, we can infer that a construct is 

distinct and describes phenomena that are not represented by other constructs by demonstrating discriminant 

validity. The square root of AVE for all constructs exceeds the inter-construct correlation coefficients. 

Heterotrait-Monotrait correlation ratio (HTMT) values were also found to be less than 0.90 for all constructs 

thus further establishing the discriminant validity. 

4.3 Structural Model Analysis 

To test the hypotheses, structural model analysis was performed after measurement model analysis. Table 1 

presents a summary of the hypothesis findings. 

Table 1. Hypothesis testing results 

5. DISCUSSION & IMPLICATIONS 

The key findings of this research indicate that customer satisfaction and online shopping image has a 

significant influence on Customer Loyalty. Factors significantly influencing customer satisfaction were found 

to be online shopping image, privacy, and purchase experience. Due to advances in online technology, online 

retailers are under strong pressure to offer customers a unique, satisfactory, swimmingly, worthy shopping 

experience compared to the traditional offline shopping experience. Online marketing through different 

communication channels such as e-mails, websites, direct mails, etc. has also enabled customers to obtain 

detailed product/service information and quickly compare offers. This emphasises the need to identify the 

variables influencing consumers' online shopping behaviour. The results show that customer satisfaction has 

the greatest impact on customer loyalty, leading us to the conclusion that e-commerce businesses must create 

their marketing plans, pricing structures, and other elements with the customer in mind. According to a 

Hypothesized Relationship Path 

Coefficients(β) 

T-Statistic p-value Hypothesis Result 

H1a OSI ----> OSE 0.818 24.669*** 0.000 Supported 

H1b OSI ----> PRV       0.334 4.658*** 0.000 Supported 

H1c OSI ----> CSF 0.277 4.164*** 0.000 Supported 

H1d OSI ----> CLY 0.185 1.955* 0.051 Supported 

H2a OSE ----> PUE 0.811 22.828*** 0.000 Supported 

H2b OSE ----> PRV 0.057 0.882 0.378 Not Supported 

H3a PUE ----> PRV 0.174 2.414* 0.016 Supported 

H3b PUE ----> CSF 0.240 3.843*** 0.000 Supported 

H4a  PRV ----> TRU 0.855 34.629*** 0.000 Supported 

H4b PRV ----> CSF 0.294 2.891** 0.004 Supported 

H5 CSF ----> CLY 0.711 6.930*** 0.000 Supported 

H6 TRU ----> CSF  0.158 1.272 0.204 Not Supported 

H7 INF ----> OSI 0.541 7.630*** 0.000 Supported 

H8 UIQ ----> OSI 0.357 5.027*** 0.000 Supported 

H9 SER ----> PRV -0.034 0.353 0.724 Not Supported 

H10 PRI ----> PRV 0.493 7.373*** 0.000 Supported 
NOTE :                           ***p<0.001,  **p<0.01,  *p<0.1 
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number of earlier research, happy customers tend to share favourable reviews and opinions about a business's 

offerings, and these are crucial in the marketing and referral processes. So, companies should keep in mind 

that if they want to gain loyal customers they must be satisfied with the purchase on their website. We can 

also see that security risk has the least effect on customer loyalty which is sensible because it is very rare that 

an online purchase goes wrong because of a wrong transaction or fraud websites. So, we can also say that 

according to our responses, customers don’t care much about security risk in determining their loyalty 

towards the website since security issues are very rare nowadays on online shopping websites.  

There is evidence to demonstrate the link between customer loyalty and satisfaction. This has several 

significant ramifications for online retailers. The most important factor is that web users prefer websites that 

can accomplish the purpose for which they were designed. According to the findings, customer satisfaction 

has a significant impact on loyalty. As a result, businesses should place a high priority on ensuring that their 

customers are happy. This can be done by helping them form a positive perception of the company's online 

store in their minds. This perception is largely influenced by the website's information quality and user 

interface. So, website designers of the company should take care that the website is designed in such a way 

that information quality and website interface quality should be of superior quality and should make that first 

impression on the website and also maintain the brand image among the customers. 

The second highest affecting factor of customer satisfaction is purchasing experience, so managers of the 

company should take care that if a person shops from the website, they should have a good experience, this 

can be achieved by the quality of goods supplied by the vendor who sells his/her goods through the website. 

So, the managers of the company should make sure that all these conditions are met by the company to make 

sure that their customers are left satisfied. 

6. LIMITATIONS & FUTURE SCOPE 

The research topic should be broadened to include other types of e-commerce since this study only looked at 

the B2C internet consumption sector. Since data analytics is a fast-growing field, the results we obtain from 

the customers of today can be used to analyse the buying patterns and behaviours of potential customers of 

tomorrow. This data can help build product recommendation systems which are a future advancement in the 

field of analytics and machine learning. Future studies may want to investigate additional potentially relevant 

factors, such as the ethnicity of the customer, potential income (if the customer is a teenager), parent's 

income, background, interests, etc. As with many research models, there is a chance that additional 

significant factors have not been incorporated in the framework. This study has a limitation of being 

restricted to the youth group and hence cannot be generalised to all customers. Secondly, a big drawback of 

the survey method is that the respondent’s mood, competence, and willingness to candidly fill up the survey 

form affects the responses to the survey questionnaire which can create in biased responses. 
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ABSTRACT 

Digital technologies are significantly disrupting the public sector as they offer new opportunities to pursue more innovative 

goals. The strategic objectives set for a government must result from the assessment of its digital environment in order to 

meet the needs of its citizens and to target a high-value and in real-time transformation. The contribution of this article 

consists in describing how governments can assess their digital environment in order to set the right future objectives using 

the strategic planning method. This article addresses key transformational issues such as evaluation of government 

readiness level, strategic planning method adoption to set the future objectives, and assessment of these objectives’ maturity 

level. It also presents an application of the proposed model to the digital development in the African context. 

KEYWORDS 

Digital Government, Strategic Environment, Assessment, Maturity Model 

1. INTRODUCTION 

The vision targeted by the digital transformation of public services may differ from one government to another 

as each country provides a different digital ecosystem. This prompts governments to ask the question: How 

can the assessment of the digital environment help in the strategic planning of the digital government?  

This paper presents a conceptual framework for the assessment of digital Government strategy 

environment, and proposes a model for African countries seeking digital transformation.  

This paper is organized as follows. Section 2 describes the Digital Government Strategy, which aims to 

define a shared vision government’s digitalization. This vision is a set of strategic objectives (SOs), composed 

of Sub-Strategic Objectives (SSOs), and aiming to improve customer (citizen and enterprise) satisfaction and 

increase government’s efficiency. The targeted objectives are identified by analyzing the customers and public 

administration needs. The Digital Government Strategy Environment embraces legal, financial, technical, 

human, governance and organizational dimensions, shaping any digital transformation strategy, as they provide 

the ecosystem for the strategy to evolve. Section 3 describes the Digital Government Strategy Assessment 

(DGSA), which aims to analyze the digital environment and identify all barriers encountered when developing 

digital government initiatives. The DGSA framework presents the guidelines to follow to: (i) assess the digital 

government environment’ preparedness to embrace the digital transformation; and (ii) evaluate the 

achievement level of DGS strategic objectives. In this context, two perspectives are highlighted: (i) the Digital 

Government Environment perspective describes how the environment dimensions combine to support 

Foundational Technologies (FTs) implementation, illustrated by the Rwanda use case; and (ii) the Digital 

Enablers perspective encompasses FTs necessary to an SSO achievement, accordingly to their importance rate 

or weight. The achievement indicator is calculated based on the maturity model in public agencies  

(Gonzalo & al., 2011). Section 4 consists in the application of the DGSA framework to the digital-by-design 

SO by leveraging Data Analytics tool Dedoose to weight each FT necessary to the achievement of each SSO 

by inspection of international practice and expert opinion present in several World Bank reports. 
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2. DIGITAL GOVERNMENT STRATEGY 

2.1 From e- Government to Digital Government 

e-Government systems generally consists in handling the vast majority of administrative transactions through 

electronic integration. The accessibility and rapidity of such online modes represent a real opportunity to 

improve hugely the internal administrative performance (Rombach and Steffens, 2009), to enhance 

coordination between different agencies, and to ensure faster delivered services for citizens. Government 2.0 

is a more communicative and interactive version of e-Government, re-shifting the focus to citizens as active 

contributors to public affairs’ management mainly through the use of Web 2.0 social tools (e.g. social web, 

social media, participative web and user-generated web, etc.) (Meijer, et al., 2012) More recently, the 

incorporation of new services supported by public sector “open data” (Davies, 2015) and other disruptive 

technologies, leads to the extension of the e-Government model by the Digital Government concept, and the 

adoption by several governments of a “digital by default” based strategy (GOV-UK, 2012). Such transition 

represents an optimal use of electronic communication channels to : (i) improve citizens satisfaction in service 

delivery, by enabling them to co-design and co-produce public services; (ii) forge new levels of both 

institutional engagement and trust, based on bidirectional, dynamic and real time communication; and  

(iii) achieve a better functioning of public agencies with a positive impact on economic competitiveness and 

prosperity (Accenture, 2014a) (NICTA, 2014) (Accenture, 2014b). 

2.2 Digital Government Strategy 

Strategic Planning helps organizations set future objectives and sub-objectives to achieve more stable and 

predictable growth (Hall, 2013), and to identify actions required to reach them. On the other hand, to take 

advantage of the digital revolution, there is a need for having a digital strategy and evaluation system of the 

digital transformation (Korachi, 2020). In this vein, Digital Government Strategy (DGS) (OECD, 2019) is 

developed with the goal to become a real governance tool for the public sector modernization. A DGS has to 

put forward a shared vision statement for the digitalization of government and the future of public service 

delivery, in order to improve government services, to increase competitiveness, and to open up more 

opportunities for citizens. A strategy can be considered as a set of SOs, each one of them composed of SSOs, 

related respectively to customer’s specific requirements through digital Government services, and to the 

improvement of the operations performance into and between public sectors. 

2.3 Technical Foundations   

Technical Foundations (FT) consist in technical pillars and tools necessary to achieve DGS strategic objectives. 

In this vein, new digital trends are key to meeting the growing needs for innovation, and quality of service 

delivery. FTs that this paper focuses on are:  
- Interoperability, ability of government organizations to share information and integrate information 

and business processes by use of common standards and work practices (State Services Commission, 2007) 
- One-Stop-Shop, a centralized platform for delivering e-government services to citizens: “a single 

point of access to electronic services and information offered by different public authorities” (Wimmer, 2002).  
- Multi-Channels Services, extending e-Government to all kinds of wireless and mobile technology, 

services, applications, and devices to help governments become more efficient (ITU-OECD, 2011). 
- Emerging Technologies, already altering traditional business models and pathways to development, 

yielding significant efficiency and productivity gains, increased convenience, as well as supporting better 

access to services for consumers (The World Bank, 2020b).  
- Data Management, set of data collecting, keeping, and using data practices securely, efficiently, and 

cost-effectively (Oracle, 2021). This aspect also includes all phases related to Open Government Data life cycle 

management (Belhiah, 2017). 
- Digital Identity, schemes in which the three functions of identification, authentication and 

authorization are all performed digitally (Nyst et al., 2016).  
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2.4 Digital Government Strategy Environment  

Digital Government Strategy Environment (DGSE) embraces a set of dimensions that can shape any digital 
transformation strategy:  
- Governance dimension, encompassing the readiness of a Government to establish or not a strong 

governance structure, and reinforce stakeholder predispositions to collaborate with each other to achieve 
defined SOs.  
- Human dimension, related to the capacity to adopt and apply a digitally inclusive approach, targeting 

two main objectives: (i) to improve the society digital readiness level; and (ii) to enable a digitally-savvy and 
innovative public sector workforce.  
- Legal dimension, considering several principles such as: (i) citizens personal data protection,  

(ii) consistency between copyright obligations and data transparency; (iii) suppression of legal texts 
contradictory interpretations; (iv) balance between each governmental sector needs in individual regulations; 
and (v) celerity to adopt new laws in the digital area (O'Hara, 2011) (Goodspeed, 2011) (Veit and Huntgeburth, 
2013) (Debbagh, et al, 2012) (Simes et al., 2015).  
- Organizational dimension, indicating the government’s aptitude to openness and transparency, and 

determine whether its internal practices are: (i) collaborative or not to mutualize IT resources; and  
(ii) participative or not to allowing user participation in the code sign of digital information systems (Jarke, 
2021).  
- Financial dimension, encompassing the readiness of the department to promote IT investment, to 

identify expected economic, social and political benefits (OECD, 2014), and to offset savings against ICT 
investments, and thus encourage long-term digital transformation (Simes et al., 2015). 
- Technical dimension, consisting in technical prerequisites related to the IT maturity level of the public 

entities, in particular their ability to leverage foundational and/or emerging technologies. This dimension also 
deals with challenges essential to adopt IT Governance practices (Cater-Steel, 2009) in the public context.  

3. PROPOSED DGS ASSESSMENT FRAMEWORK (DGSA) 

The proposed DGSA framework presents the guidelines to follow in order to: (i) assess the digital government 

environment preparedness to support any targeted digital transformation; and (ii) evaluate current DGS 

strategic objectives achievement level.  

3.1 Digital Government Environment (DGE) perspective 

The proposed framework aims at identifying DGS Strategic Objectives achievement level, by scrutinizing two 

perspectives: DGS environment enablement degree, and its contribution to each SO achievement.  

3.1.1 DGE Assessment Conceptual Model 

DGE perspective describes how governance, people, technologies, financial resources, regulatory arsenal and 

organization, combine to support Foundational Technologies Implementation, and thus a DGS execution. The 

dimensions (governance, financial, legal, etc.) embraced by DGE, are high-level attributes, each one 

materialized through specific factors, that are lower levels attributes, measuring the preparedness of a 

governmental agency to leverage a FT to accelerate the digital transformation process (see Figure1).  

 

Figure 1. DGE perspective conceptual model  
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As shown below in Eq. (I) and Eq. (II), the calculation of each FT Preparedness Level (PL) relies on public 

agencies maturity model described in (Gonzalo & al., 2011). 

 

Value(dimjk) = (∑ RL(Factorjkp)/ NFk)     (I) 
NFk : Number of Factors composing the dimensionk , and  

RL(Factorjkp): Readiness Level of the Factorp, composing the dimensionk, to make the FTj better leveraged. 

RLjkp ∈{1,2..5}, and it is estimated through specific questionnaire. 

PL(FTj) = (∑ Value(dimjk)) / ND_DGE       (II)  
Where ND_DGE: Number of DGE dimensions 

 

The readiness level (RL) of each factor measures the state of readiness that support the implementation of 

each FT. It is estimated through specific questionnaire and has to be defined between the level 1 and 5 where 

each level’ signification is detailed in Table 1.  

Table 1. Readiness Level signification 

Readiness Level Signification 

1 Government is aware of the considered factor importance vis-à-vis a specific FT 

2 Government starts implementing dedicated actions to reinforce the factor role to set-up the FT  

3 Government starts developing dedicated and planned actions to reinforce the factor role to set-up the 

FT. 

4 Dedicated strategic action plans and policies are regularly measured 

5 Dedicated strategic plans are regularly updated and continually improved to respond to changes. 

3.1.2 Rwanda Use Case 

This use case aims to define the maturity of Rwanda’s digital environment based on the World Bank report 

“Rwanda Digital Economy Assessment" (The World Bank, 2019a) which assesses the level of development of 

digital economy in Rwanda based on the DE4A (Digital Economy for Africa) framework. The first step is to 

define the readiness level of each factor. Then, using the equations (I) and (II), the value of each dimension 

composing the digital environment perspective can be calculated (see Table 2).  

Table 2. Environment Dimensions’ preparedness levels 

 

Environmental 

Dimensions

Data 

Management
Interoperability Digital Identity

Multi-channels’ 

Digital Services

One-Stop-Shop 

Portal

Emerging 

Technologies 

2 2 3 1 1 2

2 2 2 1 3 3

1 1 1 1 2 1

1,67 1,67 2,00 1,00 2,00 2,00

2 1 2 3 3 1

1 1 1 1 1 1

1 2 1 2 2 2

1,33 1,33 1,33 2,00 2,00 1,33

1 2 2 2 2 1

2 1 2 1 2 2

1 1 1 1 1 1

1 2 1 1 2 1

1,25 1,50 1,50 1,25 1,75 1,25

1 2 2 1 3 1

1 1 3 1 2 1

2 2 1 1 1 1

1,33 1,67 2,00 1,00 2,00 1,00

1 1 1 1 1 1

1 2 1 1 2 1

1 1 1 1 1 1

2 2 1 1 1 3

1,25 1,50 1,00 1,00 1,25 1,50

1 1 2 1 1 1

1 3 2 2 1 1

1 1 1 1 1 1

1 1 1 1 1 1

1,00 1,50 1,50 1,25 1,00 1,00

PL-Value (FT) 1,31 1,53 1,56 1,25 1,67 1,35

Legal

Citizen protection 

Coverage legal framework

Quality of IT regulation

Intellectual Property protection

Value (Legal)

Technical

Persistence of a heavy IS legacy 

Infrastructure Access sharing capacities

Converged networks and services Support

Disruptive IT adoption (SMAC, IA)

Value (Technical)

Value (Financial )

Organizational

Simplified and harmonized administrative procedures

Clear definition of internal roles and responsibilities

IT acquisition policies autonomy of Public institutions 

Value (Organizational)

Human

Internal human resources  IT Skills

Cultural aspects 

Citizen digital readiness

Value (Human)

Financial 

D-Gov initiatives Funding

Investment Promotion

Institution of awards schemes

Public  procurement financial management

Factors

Governance

Strong Political leadership 

Governance structure of National D-Gov strategy

Clear IT Governance in public institutions

Value (Governance)
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Rwanda has rated first in 2016, by the World Economic Forum’s Networked Readiness Index (NRI), among 
East African nations in terms of readiness to exploit the opportunities offered by ICT. To support this evolution, 
Rwanda adopted the ICT Hub Strategy (2019-2024) with three main objectives: to build skilled workforce, to 
foster national culture of innovation, and to develop technological capability in selected niche areas. On the 
organizational level, Rwanda has established a clear list of institutions to implement the government’s digital 
vision such as the Ministry of Information and Communications Technology and Innovation. Over the past 
decade, Rwanda has digitized many public services using ICTs or more advanced technologies such as cloud 
infrastructure and identification systems. However, data protection and sharing remains a big challenge that 
Rwanda lacks in terms of digital transformation. Finally, several regulations have been issued to regulate the 
use of ICTs in the country but there is a need to continuously update the IT laws according to digital evolution.  

3.2 Digital Enablers Perspective  

Digital Enablers perspective encompasses Foundational Technologies (FT) necessary to an SSO achievement, 
accordingly to its importance rate or weight.  

 

Figure 2. Foundational Technologies perspective conceptual model  

The Achievement Indicator (AI) of an SSO indicates the degree of FTs’ environment preparedness to 
contribute to achieve SSO's achievement. Consequently, and according to (Gonzalo & al., 2011), the 
Achievement Indicator (AI) of an SSO is the weighted average of the weighted Preparedness Level (PL) of its 
associated FTs, as shown in Eq. (III). 

AI(SSOi) = ∑ (Weightij * PL(FTj)), where Σ Weightij =1     (III) 
 Achievements thus evaluated depicts the maturity degree of each SSO, accordingly to Table 3  

Based on Readiness Levels presented in Table 1, the definition of the maturity levels listed in Table 3 are 
also inspired by (Valdés, et al., 2011) the capability levels defined, and (CMU/SEI, 2010) Capacity Maturity 
Model. 

Table 3. Maturity level of sub-strategic objectives 

Maturity level AI(SSO) Signifiance : The environment necessary to achieve the SSO is 

0 - Initial [0,1[ limited, and its development process is unpredictable 

1 - Developing [1,2[ being implemented by dedicated projects, and its development process is frequently reactive 

2 - Defined [2,3[ being implemented through dedicated and planned projects,  and its development process is 
more proactive than reactive 

3 - Managed [3,4[ being implemented by dedicated, proactive and regularly measured strategic action plans 
and policies 

4 - Integrated [4,5[ being implemented by dedicated measured and continually improved strategic plans and 
policies 

4. APPLICATION TO DIGITAL BY DESIGN STRATEGIC OBJECTIVE  

A government is Digital by Design (DbyD) when it approaches “digital” with an understanding of the strategic 
activities involved with successful and long-lasting transformation. Digital technologies are leveraged in order 
to rethink government to deliver an efficient and sustainable public services, regardless of the channel used by 
the user.  
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4.1 Identification of the Digital by Design Strategic Sub-Objectives  

DbyD based digital transformation results in the absence of paper procedures requiring significant processing 

times and the provision of redundant supporting documents. In this study, DbyD is achieved through the 3 

SSOs:  End-to-End digitalization process, Simplification, and Innovation (See Table 4).  

Table 4. Definition of the Digital by Design Strategic sub-objectives  

SO SSO Signifiance 

Digital 

By 

Design 

End-to-End  Digitize the administrative processes without needing a human intervention 

Simplification Rethink business processes and internal operations to simplify procedures 

Innovation Reengineer internal operations using emerging technologies to innovate public services 

 

Indeed, end-to-end digitalization process of public e-services, makes traditional e-government methods 

seemed to be “so passé” with an increasing need for agencies to turn their focus from automation and  

cost-cutting to citizens and businesses experience and innovation (Gardiner, 2015). Secondly, the procedures 

simplification translates into new business processes using emerging technologies and customer data to deliver 

personalized journeys. For instance, in the context of the digital transformation, emerging technologies, such 

as artificial intelligence and Blockchain, carry a significant disruptive potential (Ubaldi et al., 2019) as they 

can help provide more practical and tailor-made delivery. Finally, the scope of the DbyD approach aims to 

innovate business processes and internal operations by rethinking them and creating new channels of 

communication between the different stakeholders. 

4.2 Definition of FTs Weights 

The study of the SSO’s achievement level related to the "Digital by design" SO is out based on several reports 

published by The World Bank group concerning governments digital transformation in Africa (The World 

Bank, 2022; 2020a; 2020b; 2020c; 2020d; 2020e; 2020f; 2020g; 2020h; 2019b; 2019c; 2019d; 2019e; 2016; 

2014). The weights presented below have been generated via data analytics tool Dedoose. 

Regarding the analysis of the weight, the first step is to create, the code tree concerning the different FTs 

and SSOs. Then, excerpts are created by highlighting paragraphs and attaching them to the codes that the 

snippet refers to. Once all the excerpts created, the Code Co-Occurrence Table was used to present the 

frequencies for which all code pairings were applied to the same excerpt and, by default, overlapping excerpts. 

Table 5. Dedoose Analysis results related to FT weights vis-à-vis SSOs 

Digital Enablers Perpsective Digital by Design 

Simplification End-to-End  Innovation 

Data Management 0,118 0,098 0,222 

Digital Identity 0,098 0,049 0,111 

Emerging Technologies 0,059 0,049 0,422 

Interoperability 0,412 0,610 0,111 

Multi-channels Digital Services 0,059 0,073 0,089 

One-Stop-Shop Portal 0,255 0,122 0,044 

4.3 SSO’s Achievement Indicator for Rwanda 

The Achievement Indicator of an SSO is the weighted average of the weighted Preparedness Level (PL) of its 

associated FTs, as shown in Eq. (III). Based on the PL for each FT calculated in section 3.2 and the weights 

generated through Dedoose (Table 5), the achievement indicator for each SSO can be deducted (Table 6). 

Table 6. The Maturity Level of digital by design SSOs 

Strategic Objective Sub-Strategic Objective Achievement Indicator Maturity Level 

Digital By Design Simplification 1,507 1 - Developing 

End-to-End  1,493 1 - Developing 

Innovation 1,381 1 - Developing 
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The three SSOs areas did not reach the second maturity level (defined), stating SSO’s procedures definition, 

documentation and communication. Indeed, many initiatives to achieve these SOSs are being developed in 

Rwanda but have not been completed yet. For instance, the emerging Kigali Innovation City, a tech hub that 

aims to boost Rwanda’s economy through digital transformation, has been launched in 2022. The innovation 

objective is expected to increase in the years to come. On the other hand, end-to-end SSO can be developed 

using interoperability between public institutions or more specifically between the digital financial services. 

Finally, the simplification has been noticed in Rwanda with the use of digital services that increase accessibility 

and efficiency. The simplification maturity level can increase, for example, with the development of  

multi-channels digital services that offer a choice to the citizen, according to his need, to access services via 

multiple online and offline channels. 

5. DISCUSSION AND CONCLUSION  

Governments around the world are targeting new approaches to improve the public services. Each government 

sets the targeted approach as a strategic objective to achieve its growth and respond to the citizen’s needs and 

administration productivity. These objectives make up the overall vision for digital transformation and can be 

achieved by the definition of a digital government strategy. The DGSA framework, proposed in this paper, has 

as objective to help governments to assess the digital environment, and therefore to set government digital 

strategies targeting relevant and realistic objectives. 

This framework presents two perspectives: (i) Digital Government Environment Perspective aiming at 

assessing the digital government environment in order to define its preparedness level to embrace the digital 

transformation and; (ii) Digital Enablers perspective evaluating the achievement level of DGS strategic 

objectives encompassing Foundational Technologies.  

This framework is highly recommended for developing countries, especially African countries. It can help 

them to define the right DGS based on their cultural aspects, financial constraints, technical capabilities, 

governance structure, legal model and organizational specificities. The application to digital government 

development in Africa has highlighted the importance of weighting of each FT within a strategic objective. 

The use of a data analytics tool is highly recommended in order to inspect a large set of international practices 

and expert opinions. The use case has also revealed the importance of the digital environment perspective as it 

represents the action plan which makes it possible to achieve defined SOs toward. Finally, this framework is 

highly adaptable, as it can be adjusted and replicated to any government's vision.  

This article can lead us to question: “What are the other strategic objectives that can be analyzed using the 

DGSA framework?” or “How can governments improve the achievement indicators related to each strategic 

objective?” 
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ABSTRACT 

In today’s digital age, there has been an exponential growth in the popularity and demand of over-the-top (OTT) media 

services. This research aims to identify the antecedents of customer satisfaction leading to brand loyalty in young OTT 

media consumers. This research's target group is the Indian Generation Z cohort, the most extensive customer base of 

OTT platforms globally. This research employs a quantitative approach, using a questionnaire survey method. Data is 

collected from OTT subscribers belonging to the Generation Z cohort from the country's various regions. The antecedents 

of customer satisfaction analyzed through this research are perceived quality, the perceived value of cost, usefulness, 

usability, lifestyle congruence, brand identification, and equity. The most significant influence on customer satisfaction 

factors were perceived usability, overall brand equity, and perceived cost value. Customer satisfaction was also found to 

have a strong impact on brand loyalty. Primary data was collected from the generation Z cohort in India to test the 

theoretical model developed through literature review. The study is first of its kind in an emerging economy setup and 

gives practical insights into the youth population's consumer behavior and preferences. The outcome of this research 

provides Generation Z’s perspective of OTT media consumption behavior. The study also highlights the importance of 

developing OTT platforms' brand equity, usefulness, and competitive pricing to drive customer satisfaction and brand 

loyalty.  

KEYWORDS 

Structural Equation Modelling, Customer Satisfaction, Brand Loyalty, Over-The-Top Media Services, Online Video 

Services, Brand Identification 

1. INTRODUCTION 

OTT platforms are becoming exceedingly customer-oriented and are constantly innovating to hold the user's 

attention. By combining this with analytics, platforms can now suggest certain movies and series based on 

prior content consumption. These platforms are also helping bridge a language barrier by having a wide 

range of content from all over the world and providing options for audio and subtitles in desired languages. 

Users can pause and view content whenever they want and return and start at the same point where they left it 

last. Also, unlike traditional media, the content on streaming services is not restricted by censor boards, 

demographics, or box office businesses (Gupta and Singharia, 2021). Thanks to improved network coverage 

across the country and an increase in the number of smartphones available at a reasonable price, the number 

of Indian customers to the Over-The-Top (OTT) platform is increasing. In response to the increased demand, 

several media and entertainment companies have either developed their platform or partnered with other OTT 

platforms to stream their content (Indian Brand Equity Foundation, 2020). 

The COVID-19 pandemic, which resulted in a lockdown and compelled people to stay inside their homes, 

is one of the main reasons for the OTT platform experiencing an increase in the number of subscribers in 

recent times. As a result, many filmmakers release their new films through OTT platforms. According to 

IBEF (Indian Brand Equity Foundation, 2020), the Indian OTT market grew 30% from 22.2 million to 29 

million paying customers between March and July 2020. The top five metro cities account for 46% of total 

viewers in July 2020, with tier I cities accounting for another 35%. Over the next decade, India's over-the-top 

(OTT) video streaming market might develop at a compound annual growth rate (CAGR) of more than 20%, 

reaching $13 billion–$15 billion, thanks to original content and pricing improvements. According to All 
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About Screens, a report by international professional services network Deloitte, paid subscribers are expected 

to grow at a 17% CAGR from 102 million in 2016 to 224 million in 2026. The demand for  

geo-demographic-based OTT streaming content is increasing, both within India and worldwide, thanks to the 

large Indian diaspora. In 2021, OTT platforms spent an estimated $665 million on content, with Netflix, 

Amazon Prime Video, and Hotstar Disney+ expenditure $380 million combined (Jha, 2022). 

Customers are willing to pay more for OTT platforms due to convenience and ease of use, and brand 

loyalty is seen as a need for a company's long-term success and viability (Chaudhuri and Holbrook, 2001). 

Marketers are working to sustain and build brand loyalty when product differentiation decreases, resulting in 

a shorter maturity period and increased unpredictability in the product's market. Previous researches have 

been inconclusive regarding the relationship between brand loyalty and customer-based brand equity, with 

Aaker (1991) and Keller (1993) suggesting that loyalty is an outcome of brand equity, not a determinant of it. 

Previous research has found that product participation and robust product involvement are significant 

predictors of brand loyalty (Iwasaki and Havitz, 1998). The primary target for this research is Generation Z 

(GenZ), the newest cohort encompassing 1.8 billion people born between 1995 and 2015. India has the 

largest GenZ population of 472 million, and Hameed and Mathur (2020) opined that GenZ in India exhibit 

behaviors and preferences similar to those of their global counterparts. OTT is a new platform in India, and 

research of its impact on perceived usefulness and ease of use should be done among those who have 

accepted it. GenZ, having grown up during the technological revolution, relies on technology in every area of 

their existence, and their digital information practices are significantly high (Davis et al., 2020, Budiman and 

Dananjoyo, 202; Subramaniam, et al. 2020). Furthermore, when it comes to using information technologies, 

the Generation Z cohort has extremely distinct behaviors, priorities, and preferences (Dospinescu et al., 2021; 

Kamble et al., 2021; Podara et al., 2021; Kymäläinen, 2021; Sadana and Sharma, 2021). Therefore, this 

research aims to identify the important antecedents of customer satisfaction of OTT media services and 

examine the extent to which the identified antecedents influence customer satisfaction and brand loyalty in 

the context of GenZ customers.  

2.1 Customer Satisfaction 

Customer satisfaction is defined as the difference between expected and experienced performance (McQuitty, 

2000, Oliver, 1999). It can impact business property, conflict, and profit in both direct and indirect ways 

(Gomez et al., 2004). There is a distinction between customer happiness and customer satisfaction regarding 

service experiences due to services' intangibility and perishability (Veloutsou et al., 2015). Hoest and 

Andersen (2004) opines that customer satisfaction can be transactional (encounter satisfaction) or cumulative 

(satisfaction over time). This research considers customer satisfaction as a client's overall opinion of a service 

provider (Levesque and McDougall, 1996). 

2.2 Perceived Quality 

Perceived quality (Netemeyer et al., 2004) is an individual's appraisal of a particular brand's predominance 

compared to other brands. It is different from quality, which is the tangible superiority of a product or service 

over competitors. Consumer satisfaction has been found to be affected by perceived quality, and a  

high-quality brand perception leads to a high level of satisfaction. Therefore, we propose: 

H1: Perceived quality has a significant influence on customer satisfaction. 

2.3 Perceived Value of Cost 

Perceived value is the link between the worth of benefits obtained and the amount sacrificed to acquire the 

same use. Netemeyer et al. (2004) defined it as an individual's estimation of the return based on the perceived 

benefits gained and sacrifices made to obtain the product or service. Research suggests that satisfaction is 

associated with perceived value, meaning perceived value has a significant impact on satisfaction (Anderson 

and Mittal, 2000; Theodorakis et al., 2014). McDougall and Levesque (2000) opine that perceived value 

directly influences customer satisfaction and loyalty. Based on these reviews, we propose the following 

hypothesis: 

H2: Perceived value of cost has a significant influence on customer satisfaction 
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2.4 Perceived Usefulness 

The Technology Acceptance Model (Davis et al., 1989) revealed that perceived usefulness influenced a 

person's behavioral intentions and attitude through indirect and direct influence. This observation is based on 

the motivation theory, which argues that if people recognize the importance of activity in helping them 

achieve their goals, they are more inclined to accept a new product or service. Perceived usefulness is 

positively related to customer usage and adoption, and online purchases are perceived to be more profitable if 

customers believe they will improve transaction performance. Alreck et al. (2009) found that online sellers 

who emphasize time-saving, completing tasks faster, or focusing on just one of these benefits are more likely 

to attract customers. Additionally, self-efficacy and usefulness are essential perspectives to explain consumer 

satisfaction. Therefore, we propose: 

H3: Perceived usefulness has a significant influence on customer satisfaction. 

2.5 Perceived Usability 

The presentation of a product on a website is an important aspect of increasing customer satisfaction (Bhat et 

al., 2021). Researchers have discovered that the usability of a website plays a big role in an online 

application's success, and that customers form effective links due to web usability (Casalo et al., 2010). OTT 

platforms should continue to improve the user interface, including the design, impression, and performance. 

Usability is an important factor that customers perceive as a fundamental characteristic of a good website. 

Venkatesh and Agarwal (2006) developed a usability model that examines the interaction between content, 

usability, and marketing. Based on these reviews, we propose the following hypothesis: 

H4: Perceived usability has a significant influence on customer satisfaction. 

2.6 Lifestyle Congruence 

Lifestyle (Solomon, 2010) is the extent to which brand consumption supports an individual's distinctive way 

of life, as affected by their subjective preferences. Companies should offer products that appeal to the 

customer's specific tastes, as lifestyle congruence is an important factor determining customer satisfaction. 

According to Nam et al. (2011), lifestyle congruence is an important factor determining customer 

satisfaction. Therefore, the following hypothesis is proposed: 

H5: Lifestyle congruence has a significant influence on customer satisfaction. 

2.7 Brand Identification  

Consumer-brand identification is the degree to which the brand represents and enhances the customer's 
identity, while personal identification occurs when an individual's self-schema overlaps with the schema for a 
brand (Long and Schiffman, 2000). Brand identity influences consumer loyalty and happiness, and Shirazi et 
al. (2013) concluded that brand identification affects consumer satisfaction. The emotional attachment, 
symbolic consumption, and brand loyalty developed by brand recognition can be attributed to a brand when 
the consumers' expectations are met. Brand identity influences consumer loyalty and happiness (Kim et al., 
2001; Gimpel, 2015). Hence, the following hypothesis is proposed: 

H6: Brand identification has a significant influence on customer satisfaction. 

2.8 Brand Equity 

Brand equity is the value addition through customers' association and perception towards a selected product. 
Brady et al. (2008) opine that brand equity is a broader concept than brand loyalty since it encompasses 
general familiarity and brand image. Lehmann and Srinivasan (2014) defines brand equity from the 
customers' perspective as how they perceive, react, and associate with brands and nonbranded products. 
Brand equity can also be defined as the financial present value of future purchases of a brand. Brands inspire 
confidence, loyalty, and trust through establishing identities and relationships. Aaker (1992) recognized 
happiness as a possible outcome of brand equity. 

H7: Overall brand equity has a significant influence on customer satisfaction. 
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2.9 Brand Loyalty 

Brand loyalty is a measure of consumer interest in continuing to consume products or services from a brand, 
and is used to measure brand resonance among customers. Attitudinal loyalty, which captures commitment, 
trust, and other similar aspects toward a brand, is operationalized as brand loyalty and is more likely to 
express good feelings about a company and pay higher costs. Research has shown that increased customer 
satisfaction has a considerable impact on attitudinal and behavioral loyalty, and that good customer 
satisfaction increases market share and premium pricing (Bowen and Shoemaker, 2003; Back and Parks, 
2003). However, few researchers estimate that customer satisfaction does not always imply brand loyalty 
(Hosseini and Ahmadi Nejad, 2009). As a result, more research into the relationship between consumer 
satisfaction and brand loyalty is required. Based on these reviews we postulate that: 

H8: Customer satisfaction has a significant influence on brand loyalty. 

3. METHODOLOGY 

3.1 Research Instrument 

This research uses a quantitative approach and data is analysed using Partial Least Squares-structural 
equation modelling (PLS-SEM) method to test the hypotheses. This study's questionnaire included validated 
items from previous investigations, such as Kataria (2019), Tandon (2015), and Rambocas (2017). Further, 
the questionnaire was subjected to content validity by experts in consumer behavior and marketing. The 
questionnaire consists of 35 items measured on a 5-point Likert Scale. Care was taken to include GenZ 
respondents from various regions across the country to get a comprehensive national representation. 

3.2 Sampling 

Data was gathered from the GenZ population in various parts of the country who had subscribed for at least 
one OTT media provider and have been using it for at least a year. If the respondents had multiple OTT 
subscriptions, they were asked to take the survey based on the most frequently used OTT platform. Over four 
months, 236 responses were obtained, out of which eight responses had to be omitted from the analysis due 
to straight-lining and inconsistent responses. Finally, 228 replies met all the criteria and were incorporated in 
the final analysis. There were 134 male responders (58.8%) and 94 female respondents (41.2%) in total from 
different regions of India.  

3.3 Statistical Analysis 

The partial least square structural equation modelling (PLS-SEM) approach was utilised to examine the 
hypothetical research model using Smart PLS V3.0 (Hair et al., 2016). The PLS method makes no 
assumptions regarding the data's normality and can be applied to data sets with smaller sample sizes 
(Aguirre-Urreta and Marakas, 2010). As a result, the PLS method was used for this investigation. The 
measurement and structural models are the two layers of analysis in the PLS-SEM analysis. The purpose of 
measurement model analysis is to determine the instrument's validity and reliability. After completing these 
tests, the structural model is examined to determine the links between the constructs. 

3.3.1 Measurement Model Analysis 

In measurement model analysis, the survey instrument's validity and reliability are evaluated. Convergent and 
discriminant validity analyses are used to assess the validity (Chan et al., 2010). The degree to which two or 
more items measuring the same variable agree is known as convergent validity (Thong, 2001). The average 
variance extracted (AVE) and outer loading values are used to determine convergent validity. The AVE 
values of each dimension should be larger than 0.50 (Fornell and Larcker, 1981), and the outer loadings of 
each construct item should be greater than 0.60 (Lee at al., 2015) to prove convergent validity (Lee at al., 
2015). According to the measurement model analysis, all of the constructs' AVE values were in the range of 
0.509 to 0.832. All of the constructs' items had outer loading values ranging from 0.689 to 0.933. Both 
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criteria for assessing the constructs' convergent validity were met, and the model's convergent validity was 
established. Cronbach's alpha and Composite Reliability were used to evaluate item reliability (CR). 
Reliability levels greater than 0.60 are considered acceptable. All of the constructs were judged to be 
sufficiently reliable. 

3.3.2 Structural Model Analysis 

After the measurement model was validated, the structural model evaluation was carried out to evaluate 
hypotheses. To determine the adequacy of the suggested model, the R-square value of the structural model 
was assessed. The PLS-SEM result revealed that 49.1% variance in BLY was explained by the construct 
SAT, and the constructs OBE, BRI, LSC, PRQ, USB, USF, and PVC explained 62.7% variation in SAT. The 
hypothesis results are presented in table 1. 

Table 1. Hypothesis testing results 

Hypothesised Relationship Path coefficients (β) T Statistics  Hypothesis Result 

H1 PRQ -> SAT 0.164 2.781** Supported 

H2 PVC -> SAT 0.202 3.331** Supported 

H3 USF -> SAT 0.300 5.797*** Supported 

H4 USB -> SAT -0.027 0.479 Not Supported 

H5 LSC -> SAT 0.130 2.218* Supported 

H6 BRI -> SAT 0.010 0.186 Not Supported 

H7 OBE -> SAT 0.272 3.972*** Supported 

H8 SAT -> BLY 0.688 18.418*** Supported 

  
***p<0.001, **p<0.01, *p<0.05 
Note: OBE = overall brand equity, BRI = brand identification, BLY = brand loyalty, SAT = customer satisfaction, LSC = lifestyle 
congruence, PRQ = perceived quality, USB = perceived usability, USF = perceived usefulness, PVC = perceived value of cost 

4. DISCUSSION 

The relationship between OBE and SAT has been studied and found statistically significant (Rambocas et al., 
2017), thus supporting our research findings. Similarly, as advocated in our study, the influence of PRQ and 
PVC on SAT has also been reported as significant by earlier researchers (Kataria and Saini, 2019; 
Hallencreutz and Parmler et al., 2019). A previous study conducted in the Indian context found that young 
consumers consider OTT content quality an essential factor (Sadana and Sharma, 2021). This observation is 
in concurrence with our results. The influence of LSC on SAT has been well researched, and the relationship 
was found to be significant in different contexts (Nam et al., 2011; Kataria and Saini, 2019). Our research 
findings also supported the association of lifestyle congruence on customer satisfaction. The influence of 
USF on satisfaction, supported by this research, was also in line with past studies that have examined this 
relationship (Ha and Stoel, 2009; Alreck et al., 2009). Convenience, a factor closely related to USF, was 
found to significantly influence young consumers' OTT adoption (Sadana and Sharma, 2021); this result is 
also in line with the results of this research. Another factor, PVC, was also a significant factor influencing the 
OTT consumption behavior of youths in earlier studies (Sadana and Sharma, 2021). Previous studies revealed 
that ease of use, convenience, and monetary value have less influence among millennial consumers of OTT 
(Walsh & Singh, 2021). But, our research proves that all these factors are significant factors that influence 
customer satisfaction among Gen Z consumers. 

The relationships, BRI  SAT and USB  SAT was not statistically supported in this research. Past 
researchers who have studied the influence of BRI on SAT have found this relationship to be significant 
(Kim et al., 2001; Casalo et al., 2010; Pérez and Rodriguez del Bosque, 2015); but there have also been 
studies that found this relationship to be insignificant (Kataria and Saini, 2019). Brand identification with 
customers is expected to grow with time. Therefore, the GenZ population, who are most likely to have lesser 
involvement with any single OTT platform, could be why this relationship was insignificant. Also, procuring 
OTT services is a low involvement purchase due to the affordability and lower cost involved in the 
subscriptions. Therefore, the customers' focus here would be more on the functional benefits rather than 
having an affection towards the brand. While usefulness to customer satisfaction was statistically significant, 
usability was not. This finding was not in line with past studies which proposed that USB and SAT are 
related (Nielsen, 2012; Ha and Janda. 2014; Tandon et al., 2015). This result may be because GenZ cohorts 
are naturally tech-savvy, and they find it easy to use online platforms with much ease compared to other 
generations. 
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5. CONCLUSION AND IMPLICATIONS 

5.1 Theoretical Implications 

This study empirically validates a model for OTT media service brand loyalty based on the predictor 
variables such as perceived quality, brand identification, perceived cost, perceived usefulness, perceived 
usability, lifestyle congruence, and overall brand equity. The most important factor determining consumer 
satisfaction is overall brand equity, followed by perceived usefulness. Perceived quality also has a moderate 
but significant effect on customer satisfaction, while the perceived value of cost is critical to customer 
retention and satisfaction. Customer satisfaction was unaffected by brand identification, and customers 
purchase OTT media services not just out of habit but also because of the brand's practical benefits. This 
study stands out as a first of its kind in an emerging economy setup that evaluates the OTT media 
consumption behavior of the GenZ cohort. 

5.2 Practical Implications 

The OTT business has become highly competitive due to international competitors and the creation of new 
product categories. To sustain a loyal consumer base, marketers must take the efforts necessary to 
differentiate the brand from competitors and increase functional utility. Overall brand equity and perceived 
usefulness have a more significant impact on customer satisfaction than other constructs. Major players are 
also focusing on releasing new films on their platforms, and the perceived value of cost is a crucial variable 
in determining brand loyalty. Marketing strategies should be devised based on the utility of the platform to 
the client and the value for money it provides. 

This research highlights the importance of customer satisfaction for developing brand loyalty for OTT 
media services. Perceived usefulness of product had the most significant effect on consumer satisfaction in 
the case of GenZ consumers, while brand equity had the second most significant effect. OTT companies must 
focus on improving the usability quotient of their platform to enhance customer satisfaction. The perceived 
value of cost is a significant factor influencing satisfaction, but it ranks below OBE and USF in its effect on 
SAT. OTT platforms should evaluate the quality of content being delivered through their platform and 
provide competitive pricing. It is suggested that the OTT companies conduct thorough market research to 
identify the changing preferences of the target consumers to deliver the content that the customers want. 

6. LIMITATIONS AND FUTURE SCOPE 

The sample pool is restricted to India, but more data from countries with a significant GenZ cohort 
population could lead to a more detailed analysis of this generation and their OTT preferences. There is a 
chance of reverse causality, as different constructs with customer satisfaction were shown to mediate brand 
loyalty in the study. A more extensive study with a wider range of product categories and qualitative research 
through interviews and focus group discussions among OTT consumers can provide more insights into 
customer satisfaction and loyalty behavior of GenZ customers in comparison with other cohorts. 
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ABSTRACT 

This case study features pedagogical strategies that were used in the context of a mobile app for learning to encourage 

relevant engagement and participation. For 20 weeks, a group of 18 piano students, ages 10 through 15, used a mobile 

app known as PracticeCactus. This self-contained social media platform allowed young participants to create and post 

audio recordings of their piano practice to share with their peers, which could then be ‘liked’ and commented on. Giving 

the mobile app to music learners without any direction at first, to provide them with freedom to engage with the app as 

they chose, resulted in limited engagement, due to individualism and a performance-based mindset. To encourage 

participatory engagement with the app, four pedagogical strategies were enacted, including: a) inviting students to take on 

the identity of ‘content creator;’ b) celebrating process over product; c) initiating goal-setting projects; and d) scaffolded 

instruction. These strategies resulted in the students using the app more frequently, but more importantly, fostered a 

different type of engagement, i.e., new opportunities for musical thinking and learning. Teachers who want to foster 

participatory engagement in music learning may benefit from this discussion of pedagogical strategies in the context of a 

mobile app. 

KEYWORDS 

Music Education, Participatory Culture, Students as Content Creators, Affordances of Mobile Tech, Pedagogical 

Strategies 

1. INTRODUCTION 

Mobile apps designed to facilitate learning are often insufficient, in themselves, to guarantee that relevant 

and participatory learning takes place. The pedagogical strategies a teacher uses to guide and direct  

students’ use of a mobile app can have a crucial impact. This paper articulates the value of using a mobile 

app as a learning tool in the context of formal music learning to foster a sense relevance and participatory 

practice among learners, where each person feels they can be fully engaged, and has a voice as a content 

creator. In this case study, a mobile app was used as the learning context and over time, there were changes 

in how the students engaged with the app for learning. The students were a group of piano students, (n=18), 

ranging in age from 10 to 15. For 20 weeks, they used a mobile app called PracticeCactus—a self-contained 

social media platform accessible by the students and their music teacher. The mobile app allowed the 

students to share musical creations and musical thinking with their peers. Over time, the students began to 

use the app in ways that were more frequent, more creative, and more deeply engaged with the learning 

content. The mobile app itself was not solely responsible for these positive trends. Rather, the affordances of 

the app, in combination with the pedagogical strategies that were employed, resulted in increased 

opportunities for learning. The research question in this qualitative study was: ‘What social and cultural 

practices do piano students enact when invited to use a mobile app designed to facilitate music learning’? 

The findings and discussion are meant to support teachers as they consider ways to use a mobile app as a 

learning context, keeping in mind some limiting factors that could hinder meaningful engagement, and 

suggesting pedagogical strategies that may be effective for fostering participation and socially engaged music 

learning. 
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2. LITERATURE REVIEW 

Educational technology is not neutral, and the choice to integrate a digital tool into an educational space has 

impacts on what can and what will take place in that space (Scardamalia & Bereiter, 2008). Many mobile 

apps designed to facilitate music learning are focused on tracking errors such as wrong notes and rhythms, 

and testing to see if users, once their errors are identified, can correct them. These mobile apps convey a 

specific message about what music learning is. The mobile app used in this study was intended to go beyond 

the conceptualization of music learning as building skill to play the right notes at the right time, and to 

encourage meaningful music making in ways that are relevant to students’ social and cultural contexts. 

2.1 Theoretical Foundation 

This study assumes the epistemological stance that meaning is constructed (Confrey, 1990; Dart et al., 2000), 

and that meaning-making happens when learners actively explore, in relation to others (Nurrenbern, 2001). 

Constructivist theory, as applied to music learning, expands the possibilities for learning beyond building 

technical skill, and envisions music learning as musical inquiry, musical connections, and musical 

discoveries (Garnett, 2013; Shively, 2015). Sociocultural learning, as a lens in this study, understands 

learning to be embedded within interactions themselves, in that space which is between the self and others 

(Glǎveanu, 2010). Knowledge, then, does not simply exist within the mind of an individual, but also exists 

between people and in cultural contexts; it exists within social practices themselves (Gee & Green, 1998; 

Lave & Wenger, 1991). As described by Gaztambide-Fernández (2013), the production of culture, or cultural 

production, is the way that humans represent themselves, the way they perceive others, and the way they 

think about and experience the world through symbolic means.  

In the world of music, distinct cultural and social practices take place in different musical genres  

(e.g., jazz and rock), and within different musical contexts (e.g., school music classes, Indigenous pow wows, 

or hip-hop concerts). Music learning, then, consists of making use of a rich set of tools to understand and 

create music (Wallerstedt, 2013) within various social contexts. Over the course of this study, participants 

were encouraged to engage in music learning in social and culturally situated ways, to foster this type of 

meaningful, situated learning. 

2.2 Relevant and Participatory Learning 

Students live in a world of user-generated content, i.e., content created and shared on social media by any 

individual who is part of the general public (Daugherty et al., 2008) for the purposes of self-expression and 

actualization (Buf & Ştefãnitã, 2020; Stoeckl et al., 2007). Empowering students toward production and 

interaction is possible because of accessible, affordable, and user-friendly digital tools (Gee, 2010; O’Hear  

& Sefton-Green, 2004). Therefore, creating a learning environment where students are invited into the world 

of user-generated content is a way of providing relevant, culturally situated experiences for students. Music 

students, as they engage in authentic creation and sharing, are empowered to be part of participatory culture.  

The significant role of music in the life of young people today is heightened by unprecedented access to 

all music, any time, thus increasing opportunities and urges to ‘participate’ with music (Allsup et al., 2012; 

Tobias, 2014). Participating with music includes spending time practicing to develop technical skill, but also 

includes improvising, composing, listening, and dancing (Folkestad, 2006; Green, 2005; Tobias, 2014). 

Small (1998) describes the act of engagement with music as participating in relationships that bring meaning 

to the act of music-making. Relationships are embedded between musical notes, between musical ideas, and 

between people who enact and facilitate a musical performance. Music educators, then, have an opportunity 

to create opportunities for learners to experience these relationships. Mobile technology is ideally suited to 

fostering such relationships, in partnership with supportive pedagogical practices. Within the mobile app 

used in this study, students took on various musical roles and engaged in various ways, through relationships 

with music and with one another. 
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3. METHODS 

3.1 Research Design Overview 

The research design is an instrumental, qualitative case study, as described by Stake (1995). The case is 

bounded by a particular mobile app for learning which was used by a group of 18 music students over a 

period of 20 weeks. The goal of examining this case was to investigate the musical artifacts that students 

created, shared, and interacted with, as well as the students’ reflections on what they created and shared, and 

then to use rich description to illustrate the case. The researcher, a music teacher who also took on the role of 

app designer, wanted to explore how piano students would choose to use a mobile app when it was provided 

to them as a context for their learning. Halfway through the study, it became apparent that the students had 

not used the app very often, and only in limited ways. Therefore, some specific pedagogical strategies were 

enacted to encourage further and more meaningful involvement.  

3.2 Participants 

The researcher, along with all the participants in the study, reside in a medium-sized town in Ontario, 

Canada. Before proceeding with this study, ethical clearance from the researcher’s University was obtained, 

and then a colleague of the researcher, (another music teacher), along with 18 of her students, 9 females and 

9 males ages 10 through 15, were recruited to participate. The students agreed to use a mobile app as part of 

their musical instrument practice sessions which they routinely engaged in at home between weekly,  

in-person lessons with their teacher. The researcher and the music teacher worked together to communicate 

with the student participants to ensure that ethical protocols were faithfully enacted, and that the students 

knew they could opt out of participation at any time, as well as to monitor and guide the students’ musical 

participation within the app.  

3.3 Data Collection 

The primary data collection source was the set of audio recordings, ‘likes,’ and comments that students 
contributed to the mobile app. The students used the mobile app, (which was a self-contained social media 
platform), while they were practicing at home as a way of sharing some of the things that were happening as 
they practiced, with their peers. As they posted audio recordings of their practice sessions for others to hear, 
these posts appeared in the app’s news feed, and others responded with 'likes' and comments. The other data 
source consisted of four, in-person music-sharing sessions where all the participants met at their music 
teacher’s house for one hour. These were modified focus group sessions, which included opportunities for 
musical games and snacks, as well as group discussions about the students’ experiences of using the app. 
Some activities and discussions at the music-sharing sessions were planned in advance, while others evolved 
according to the students’ queries and emerging needs. These sessions were audio-recorded and transcribed.  

3.4 Data Analysis 

The semiotic signs created and enacted by the participants were observed, collected, and analyzed for 
patterns and themes. These signs included posts, comments, and ‘likes’ that the participants added within the 
mobile app, and these were examined holistically (Baxter & Jack, 2008). In addition, transcripts of the  
music-sharing sessions were analyzed to determine common themes that were part of the  
students’ experiences. Each piece of data, taken together, was a source that led toward understanding the 
behaviour of the community, and to a nuanced understanding of the case. Patterns that emerged regarding 
when students posted, and what they posted, were noticed and described. While this single case is not meant 
to be definitive, knowledge of a certain case does provide a tangible, real-life example of general principals 
of human behaviour which can prompt reflection and imagination—of what was and what might be 
(Flyvbjerg, 2018). The phenomenon presented by the analysis of the case may be useful to teachers who are 
seeking information about ways to foster relevant and participatory learning environments in the context of 
music education, or other content areas where sociocultural production is part of the learning process. 
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4. RESULTS 

There were three main findings, in answer to the question, ‘What social and cultural practices do piano 

students enact when invited to use a mobile app designed to facilitate music learning’? First, it became 

evident that when left to decide how they would engage with the app, participants contributed rarely, and in 

specific limited ways. Second, it was discovered that there were two specific reasons that seemed to be the 

cause of this limited participation. Third, it was found that, with the enactment of four pedagogical strategies, 

the participants experienced some freedom the limiting beliefs that had hindered meaningful participation 

with the app, and as a result, engaged more frequently and meaningfully in music learning.  

4.1 Participation Patterns 

Throughout the study, a total of 74 audio recordings were shared within the mobile app. Over the first 10 

weeks of the study, 12 recordings were posted by participants, most of which were full musical pieces, i.e., 

an entire song played from beginning to end without stopping. After week 10, the participants posted 62 

audio recordings, and these posts included partial pieces, technical exercises, tutorials, and invitations to 

respond. Partial pieces were excerpts of songs that students recorded and shared, either because they wanted 

to highlight a particular section they were doing well, or that they needed more work on. Technical exercises 

are often assigned by music teachers as required practice items for warming up and developing facility on a 

musical instrument in specific skill areas. Participants shared audio recordings of these exercises, including 

scales and chords in various keys. Invitations to respond were those audio recordings posted by students 

where they invited a response from their listeners. For example, they asked their audience to listen to their 

playing and to try to identify the tune or attempt to find a mistake.  

By Week 10 of the study, two factors that were limiting the students’ participation were identified, 

including their mentality of individualism, and their focus on performance. To address these limiting 

mindsets, four pedagogical strategies were initiated during music-sharing sessions, including: a) inviting 

students to take on the identity of ‘content creator;’ b) celebrating process over product; c) initiating  

goal-setting projects; and d) scaffolded instruction. These strategies will be described more fully in the 

Discussion section.  When these strategies were put in place by the researcher and the music teacher, the 

students’ use of the mobile app increased, as previously illustrated, in both number and creativity. Students 

began to post more, and they also began to post a variety of different types of recordings, according to their 

emerging needs and interests. 

4.2 Limiting Mindsets 

Through conversations with the participants during focus group sessions, it was revealed that these students 

came to the research study with two limiting mindsets, including individualism and an emphasis on 

performance. It is not surprising that the students in the study had an individualistic view of piano practice. 

They had been practicing for years, mostly at home, alone, likely without many experiences that allowed 

them to view their piano practice as a community activity. When these young participants were asked why 

they had not posted in the app, they did not give excuses such as running out of time or forgetting. Rather, it 

seemed that they did not know why they were not posting, since they could not articulate a reason. But 

neither could they articulate a reason why they would choose to record something from their piano practice 

and post it for the community to see and hear. They did not have, as part of their understanding of music 

learning, that practice, before a piece is ready to be performed, could be understood as a socially engaged act 

that is situated within a community experience.  

Students also came to the study with a performance mindset, which limited their participation with the 

app. They began the research study by only posting full pieces that they deemed ready to perform for their 

peers, or in other words, pieces they could play from beginning to end without stopping. When students came 

to the mobile app with this narrow perspective on what kinds of audio recordings could be shared, they were 

limited to only performance-ready pieces. Just as the individualistic mindset was not surprising to encounter, 

this focus on performance was not surprising either. Some music teachers might only invite certain students 

to perform in public, because they want these performances to reflect well on them and their teaching skill, 

and those who are invited may only be asked to share their very ‘best’ performances publicly (Webster, 
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1993). Even though the mobile app used in this study was a self-contained learning environment where only 

the students of one music teacher could hear the audio recordings posted, the idea that only those who had 

something worthy of public performance pervaded.  

4.3 Pedagogical Strategies 

Four pedagogical strategies were introduced to help students overcome these limiting mindsets – two in 

relation to individualism, and two in relation to valuing performance-based participation. 
To empower learners to engage more deeply with using the app, and to interact with one another in ways 

that resulted in musical listening and thinking, it was first decided that the mindset of individualism would be 
addressed, using two pedagogical strategies. First, to prompt students to participate in the learning 
community, they were invited to take on the identity of ‘content creator.’ This pedagogical strategy may 
resonate with young learners who are immersed in the world of rich media-sharing, whereby one’s social and 
cultural capital can be defined by the content that one creates and shares. At first, the students had difficulty 
conceiving of how their independent musical practice sessions at home might be thought of as part of a 
community experience, and so a new identity was offered for them to take on, which could make content 
creation and sharing a part of their lived experience. At a focus group session, the researcher led a discussion 
with the young learners about the difference between content consumers and content creators. As a group, 
they brainstormed a list of some typical habits and identifiers that would be part of each of these roles. The 
intent of the discussion was to help students explicitly realize and acknowledge that nothing is going to 
happen in a learning community if there aren’t any content creators. This discussion, then, was meant to 
empower each participant to, going forward, take on the task of creating content, not just for what benefit 
they might have perceived for themselves, but also because of the benefit that others in the community might 
experience through hearing their posts and seeing their comments. 

Second, the individualistic mindset was addressed through introducing small group goal setting. At the 
next focus group session, the students divided themselves into five small groups, and each group decided 
how often, how many, and what types of posts they would like to share with one another within the mobile 
app. They wrote down their group goals on paper, signed their names, and handed these plans to the 
researcher. This second pedagogical strategy, then, was meant to address the individualistic mindset by 
encouraging the participants to work together, and to creatively imagine how they might use an app for music 
learning. This empowered the students to create recordings and post them in the app, as part of a group, and 
as a team effort, instead of having to come up with their own ideas about what to record and post, and then 
posting on their own. 

To overcome the performance mindset that was limiting students’ participation with the app, two 
pedagogical strategies were invoked. First, the celebration of process over product was introduced. At one of 
the focus group sessions, the researcher facilitated a discussion of how the process of musical learning is just 
as valuable as the final product of musical instrument practice. Examples of audio recordings that contained 
excerpts of piano pieces and imperfect recordings were shared, and the students were asked what would 
happen if they heard something like this posted within the mobile app. The students listened to one another 
share how they would add a comment to encourage the person, cheer them on to keep practicing, or suggest a 
helpful practice technique. Because the sharing in the group was positive, it built a feeling of trust whereby 
each participant realized that they had the freedom to post musical progress, and they were not required to 
have a perfect offering to share. After this discussion, they were ready to share parts of pieces (e.g., only the 
left hand of a piece or only one section of a piece), and they shared pieces where they were clearly having 
difficulty with one or more aspects of the piece.  

Second, to address the performance mindset, (because the students did not have much practice hearing 
others’ in-progress music), time at a focus group session was devoted to scaffolded instruction about what to 
do when you encounter a post that someone else has shared, which clearly has mistakes, an uneven tempo, or 
some other musical challenge. We wanted to prompt the students to use their musical listening skills as they 
heard a recording, and to use their musical thinking skills to construct a comment that would be valuable to 
the person who had posted that recording. The music students, ages 10 through 15, did not necessarily 
already have this skill. To scaffold the instruction, as a group, we brainstormed ideas for different types of 
comments that could be posted, which might prove helpful. Then we crafted a list of sample comments that 
they could use, as is, if they found an audio recording where they wanted to express one of those sentiments. 
We also encouraged the participants to create their own comments based on this learning. 
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5. DISCUSSION 

When the study began, the students were intentionally given a minimal amount of instruction with regard to 

how often and in what ways they should use the app. This was part of the study design, in that naturally 

emerging choices, interactions, and patterns were anticipated and hoped for. When it became clear that 

students were posting in a singular, traditional manner (full, performance-ready pieces), and many were not 

posting at all, mainly due to two limiting mindsets, four pedagogical strategies were introduced to increase 

student involvement and interaction. This highlights the fact that the affordances of a mobile app do not 

always reside within the app itself, but rather, come forth as various activities enabled by the app are enacted 

(Beach, 2017). Simply introducing a mobile app and hoping that learners will use it in rich and meaningful 

ways puts too much onus on the learners who, while they may be digitally proficient, need guidance to know 

how to use mobile apps for learning. This study demonstrates that even in a content area such as music, 

where performance is an integrated social practice in many genres and contexts, a mobile app, paired with 

pedagogical strategies, has the potential to change the mindset of the learners to adopt new, participatory 

social practices.  

5.1 Relevant Mobile Learning 

This study uses the term ‘content creator,’ which may evoke ideas of vloggers and famous Instagram 

influencers, and this is intentional. A survey of 3000 children in the US, UK, and China revealed that 30% 

indicated ‘YouTuber’ as their career aspiration (The Harris Poll, 2019). The career of a content creator is not 

without challenges. Some of these challenges include being subject to manipulation by brands (Harms et al., 

2022) and by social media companies (Arriagada & Ibáñez, 2020), and feeling pressure to relentlessly post 

content and cater to viewers’ desires (Törhönen et al., 2018). But content creators want to communicate 

something valuable to an audience in creative and productive ways (Buf & Ştefãnitã, 2020), to build  

self-confidence (Snelson, 2015), and to imagine new identities and statuses (Berryman & Kavka, 2017; Choi 

& Behm-Morawitz, 2017), and this is something that teachers can play a role in supporting among their 

students. Learning to be a content creator usually happens through social interactions in distributed, online 

communities (Harlan et al., 2012). Educators who take on some responsibility for teaching learners about the 

role of content creators can potentially help their students toward critical reflection and wise decisions 

regarding content creation, perhaps as a career for some, but also, as a regular part of life for anyone who is 

active on social media and creates and shares content. Ultimately, encouraging music students to create and 

learn about music within a social community, as part of cultural expression, can happen within the context of 

a mobile app with affordances that reflect the values of socially engaged music learning. 

5.2 Participatory Mobile Learning 

The mobile app in this study became a useful tool, not only for engaging students, but for shifting  

students’ conceptualization of musical identity and musical participation. The app was a social media 

platform that facilitated creation and sharing of content. That alone may not be powerful for learning. But 

students in this study realized that sharing in the mobile app could be a different kind of sharing than they 

were used to, i.e., mostly in performance contexts. This shift from purely performance-oriented sharing to the 

progress-focused sharing is significant because it allowed students to enact music making in a participatory 

fashion such that they were sharing their ‘doing’ of music on a regular basis. More opportunities to represent 

the self throughout the stages of learning rather than waiting until some final product is reached provides 

more practice of authentic, consistent cultural expressions. Being freed from sharing only final products 

provides more access for students to participate with music and does not restrict the amount of sharing and 

expressing someone can do based on their ability to reach certain skill or technical levels. Understanding how 

to support one another’s music learning, through the messy parts of progress, before performance-level is 

reached, can empower learners to recognize the value of the process of learning, and engage in meaningful 

musical thinking as they reflect on their own in-progress learning, as well as others.’ 
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6. CONCLUSION 

At the outset, participants were given a mobile app to use for learning, but without any details or direct 

guidance. This was intentional, to determine if the students had ideas about the social and cultural practices 

they would like to enact together as a group. When little to no engagement happened, and some limiting 

mindsets were discovered, instruction and strategies were implemented to support the learners. Therefore, 

this study may provide ideas to instructors who want to conduct learning within mobile spaces, and who want 

to positively influence social engagement.  

This study discusses pedagogical strategies that can be used in the context of a mobile app for learning 

that empowers students to engage deeply with learning, and to participate meaningfully with the learning 

content. One typical way to increase engagement in a learning environment is to link participation to 

assessment. For example, to earn 10% of their grade in a course, a student may be required to post a certain 

number of times. What is assessed is what students do. But this study suggests a different approach, including 

offering a new identity for learners, and scaffolded instruction to empower students to participate as a 

socially and culturally connected experience. 

A study about content creators has shown that they tend to represent a singular, privileged socioeconomic 

group (Brake, 2014). Therefore, empowering all students with the critical thinking skills and practical skills 

necessary to engage in content creation and sharing has the potential to disrupt this imbalance, and provide 

more equitable access to the career of content creator for all learners. Admittedly, this study was limited in 

that it made use of a self-contained social media platform that only facilitated the sharing of audio content 

and text, and not video, which is currently the most popular mode for content creation sharing. Future studies 

could investigate the impact of a mobile app for music learning, in tandem with pedagogical strategies that 

facilitate a shift from performance-oriented to participatory-oriented engagement, on the mental health of 

music learners. 
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ABSTRACT 

The research presents the objective of analyzing the challenges and potentialities of teaching with the use of m-learning, in 

literacy classes during remote teaching caused by the COVID-19 pandemic, based on learning results regarding the 

appropriation of the writing system alphabetical. In view of the constant social and educational changes caused by the 

COVID-19 pandemic, in which social isolation became a security measure imposed to reduce the circulation of the virus, 

they led to the reconfiguration of educational spaces and the adoption of strategies for the continuation of formal education, 

as an alternative, emergency remote teaching was adopted.  Remote teaching has driven changes in education, such as the 

use of mobile and wireless technologies, cell phones, tablets and notebooks, m-learning, to facilitate the teaching-learning 

process. A bibliometric review was carried out in order to study and explore the phenomenon with the identification of 

relevant scientific publications, which were obtained by applying quality and approach evaluation criteria, which showed 

scientific interest in m-learning and remote teaching. This is a qualitative research on the challenges and potential of using 

mobile learning with Brazilian children in literacy classes and is configured as an ethnographic case study. The locus of 

the research were two classes of the 1st year of Elementary School in a public school of the State Department of Education 

of the Federal District - SEEDF, Brazil, Brasília, Federal District, with a temporal cut of the 1st semester of 2021, having 

as research subjects 26 children of approximately 6 and 7 years old. The results indicate that despite the challenges faced, 

the data presented reveal that activities mediated by educational tools such as Google Classroom, Google Meet and the use 

of student interaction platforms such as the use of digital games and presentation of videos, music and stories interactive 

activities, among many other factors, demonstrates the potential of m-learning, with the appropriate interventions and 

pedagogical mediations, however, it is worth noting that access to the online teaching-learning process is still worrying, 

due to the difficulty of students accessing the internet and the lack of technological devices to monitor the educational 

proposals, such as computers or smartphones, and the formative weaknesses in relation to the use of TDIC's, therefore, 

teaching mediated by m-learning, can be considered as a modality of high potential, among other factors, if it is accessible 

to all. 

KEYWORDS 

COVID-19 Pandemic, Remote Teaching, M-learning, Literacy 

1. INTRODUCTION 

The emergence of new technologies redefines communication and interaction environments and, consequently, 

learning spaces, enabling the (re)creation and development of other teaching and learning modalities and 

methodologies supported by new technologies in the educational field, such as m-learning or mobile learning, 

spread worldwide. According to Saikat, et al. (2021), m-learning presents itself as a subdivision of online 

learning, a type of remote education that takes place in different environments, through the exchange of content 

mediated by mobile devices, such as cell phones, tablets and notebooks. 

Over decades, the discussion about the use of technologies for pedagogical mediation, as well as its limits 

and potential, has been presented and questioned. With the need for social distancing as a measure to combat 

the new Corona virus, in a short period of time, the educational field had to be reinvented, institutions 
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interrupted face-to-face teaching and the use of technologies was quickly incorporated as an alternative for the 

continuation of activities education. 

The pandemic caused by COVID-19, socially, provoked the global challenge of saving lives, human losses 

are irreparable, educationally, it challenged the (re)invention and (re)signification of educational spaces and 

teaching approaches used so far. There were countless challenges and limitations emerging from remote 

teaching, mainly in relation to internet access and the acquisition of mobile technological equipment for the 

class camp. In Brazil, data from the Internet Management Committee in Brazil (2020), revealed that in 2020, 

47 million people did not have access to the internet and according to the UNICEF report on the scenario of 

school exclusion in Brazil, 3.7 million students enrolled did not have access to school activities and were unable 

to keep studying and learning at home during remote teaching, this situation of exclusion mainly affected those 

who already lived in a situation of greater vulnerability, which makes the data even more worrying (UNICEF, 

2021 ). 

Silva (2022, p.8) points out that remote teaching was a provisional and emergency alternative for 

maintaining the teaching-learning process in which classes took place synchronously and asynchronously. Still 

in this regard, the author points out that “we need to rethink, already in the 'hybrid' form of teaching, [...] 

alternative ways to realign our organization of pedagogical work”, in addition to the duty to inform the extent 

to which there was a diversity of scenarios experienced during remote classes in view of the Brazilian regional 

diversity and the multiple difficulties encountered in monitoring classes. 

Amid the educational challenges caused by the COVID-19 pandemic, teachers needed to reinvent their 

practices. In literacy classes, advancing students in learning the Alphabetic Writing System became even more 

challenging. 

In view of this, the central objective of this research is to analyze the challenges and potentialities of 

teaching with the use of m-learning, in literacy classes during remote teaching caused by the COVID-19 

pandemic. 

With this research, it is expected to answer the following question: what were the challenges and 

potentialities of teaching with the use of m-learning regarding the teaching and learning process of the 

Alphabetic Writing System? 

Therefore, this research is configured as a contribution to the educational field, especially to the area of 

literacy, as it presents challenges and learning potential with the use of m-learning in literacy classes in Brazil, 

as an alternative found for the continuity education during the COVID-19 pandemic. 

2. RELATED STUDIES 

In the last five years, there has been a significant amount of academic work and articles published on the subject 

of m-learning and remote teaching, in view of the global pandemic scenario. 

M-learning refers to a learning style, based on the mobility of contexts, individual, cultural or learning 

content interactions, mediated by mobile electronic devices such as smartphones, laptops and tablets 

(Zhonggen & Xiaozhi, 2019.) 

Teaching mediated by technologies, resulting from one of the biggest health emergencies, the COVID-19 

pandemic, forced teachers to think differently about methodologies and technologies for training and 

supporting education, these new educational guidelines form a set of of radical innovations in terms of form, 

organization and efficiency (Barletta et al., 2022). 

Due to the worldwide closure of schools at all levels of education, the educational system has experienced 

a shift from face-to-face education to the paradigm of online education, however, the online support offered in 

response to the global education crisis does not have the characteristics of education online, which is why it 

was called Emergency Online Education (EOE) in India (Mahanta & Sharma, 2022). In Brazil, in the same 

sense that it should not be confused with Distance Education (EaD), teaching, due to its emergency nature, was 

called Emergency Remote Teaching (ERE). 

Technologies have changed the way information is accessed and the current educational model. Mobile 

devices, compatible with the constant and rapid changes in our communication situations, offer quick and easy 

access to knowledge available online, which encourages reflection on teaching and learning models and the 

roles played by educators and students, who present an increasingly active profile regarding the educational 

process. (Criollo et al., 2021). The mobile application facilitates the learning process, but the problems and 

ISBN: 978-989-8704-47-4 © 2023

252



difficulties faced by students regarding the lack of access to the internet and mobile devices, challenges and 

limitations of the modality should be considered (Lima & Isotani, 2021). The low internet connection was a 

challenge and limitation mainly in emerging countries, where economic conditions for students and teachers 

may not be favorable (Lima & Isotani, 2021). 

The pandemic caused many changes in people's lives, including education, and although these tools were a 

viable option for continuing classes, a major difficulty encountered by students was access to the internet linked 

to the quota for accessing materials on the internet. and internet instability to watch videos, participate in games 

(Lima & Isotani, 2021). There are still several obstacles emerging from the implementation of m-learning, as 

it is mediated by the use of mobile devices and internet use. Many communities, particularly in rural areas, 

lack electricity, lack an internet connection, or lack mobile devices capable of supporting mobile learning. 

Despite the numerous challenges, schools have used mobile learning as an alternative for continuing education 

during the academic process. (Chibisa & Mutambara, 2022). 

In addition to these difficulties, for teachers, another gap found was about the lack of adequate training in 

the use of technologies and the need to change methodologies that this teaching requires. On the part of 

educational institutions, there was difficulty in providing adequate technological infrastructure and effective 

training support for teachers (Barletta et al., 2022). 

Access to the online teaching-learning process is still worrying, m-learning can be considered a powerful 

tool with high potential as a learning modality, if it is accessible to all (Mahanta & Sharma, 2022). 

The intensive use of m-learning during this period revealed many enlightening experiences, adding a new 

perspective for the use of this modality of education, aiming at the present and projecting the future (Saiakat 

et al., 2021), despite the need to consider the challenges regarding students' lack of access to the internet and 

mobile devices. 

Throughout remote teaching, tools such as Whatsapp, Google Classroom, Zoom, Google Meet were the 

most common learning strategies during the class period. As online support and instruction tools for students 

adopted by educational institutions, the most used were videos, audios, Power-Point presentations, text 

messages, and YouTube video links (Shrutidhara & Chander, 2022). In addition, the combination of more than 

one of these tools was an alternative found for the widest possible range of students. 

The use of these tools was essential to enable communication between teachers and students, so 

governments and ministries of education need to consider investing in these tools as essential for school 

success. Google Classroom has good usability and accessibility in addition to the good performance of the tool, 

it is easy to learn to use. 

The correlation between these studies and the present research is identified, since they highlight the 

challenges and potential of using m-learning in teaching during the COVID-19 pandemic. 

3. RESEARCH METHODOLOGY 

The objective of this work is to analyze the challenges and potentialities of teaching with the use of m-learning, 

in literacy classes during remote teaching caused by the COVID-19 pandemic. To achieve this objective, 

learning outcomes will be observed regarding the appropriation of the alphabetic writing system in literacy 

classes. 

This is a qualitative research on the challenges and potentialities of using mobile learning with Brazilian 

children in literacy classes, configured as an ethnographic case study. 

The ethnographic type case study allows an in-depth study of a given reality, makes it possible to know in 

depth a particular instance taking into account its context, complexity and own dynamism. It is especially 

indicated when the focus of the research is a phenomenon that is happening in a real situation and that is 

contemporary (André, 2005). 

For the collection of empirical information, the ethnographic techniques of participant observation were 

associated, which consists of verifying the largest possible number of situations during the course of the 

research, to apprehend actions; and document analysis, to contextualize the phenomenon, collecting 

information from different types of documents (André, 2005). Participant observation of synchronous classes 

and documental analysis of activities carried out in asynchronous classes were chosen. 

The locus of the research was a public school of the State Department of Education of the Federal District 

- SEEDF, Brazil, Brasília, Federal District. Having as part of the study, the result of learning regarding the 
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appropriation of the alphabetic writing system in literacy classes. The research was carried out in two classes 

of the 1st year of Elementary School, with a time frame of the 1st semester of 2021, with 26 children aged 

approximately 6 and 7 years old as research subjects. 

The methodology used to carry out a bibliometric review on the subject was the Theory of the Consolidated 

Meta Analytical Approach - TEMAC, which allows the integration between the current demands of the 

literature about scientific works with a view to precision, validity, functionality (Mariano & Rocha, 2017). 

As for research preparation, the construction of the research string was carried out, based on words that 

reflected the theme, involving expressions related to remote teaching during the COVID-19 pandemic, the use 

of m-learning and the time frame of 5 years, as shown in table 1. 

Table 1. Search string 

Base de dados String 

  

SCOPUS 

TITLE-ABS-KEY(("m-learning" OR "m learning" OR "mlearning" OR "mobile learning") 

AND ("covid" OR "covid-19" OR "pandemic")) AND ( LIMIT-TO ( PUBYEAR,2023) OR 

LIMIT-TO ( PUBYEAR,2022) OR LIMIT-TO ( PUBYEAR,2021) OR LIMIT-TO ( 

PUBYEAR,2020) OR LIMIT-TO ( PUBYEAR,2019) ) 

Source: authors (2023) 

 

To gather research carried out and related to the topics under discussion in this study, the Scopus database 

was used, as it is a consolidated and robust base, based on the keywords highlighted in the table above, with 

the time frame of the last 5 years, from 2019 to 2023. From this query, 314 publications associated with the 

theme were found, based on a careful analysis considering: number of citations, relevance of the publication 

to the chosen theme and more recent publications. From the quantitative found, 9 publications were chosen 

that provide a wide spectrum of information on the subject, including the challenges and potentialities of 

teaching with the use of m-learning, during remote teaching caused by the COVID-19 pandemic. 

The results of this selection, presented in the previous section, allowed the identification of studies that 

addressed topics similar to the present research, providing scientific evidence and an updated panorama on the 

application of mobile learning in the teaching-learning process during remote teaching, in addition to providing 

subsidies for understanding and analyzing the theme in greater depth. 

4. REMOTE TEACHING 

Despite the challenges and significant educational impacts caused by the COVID-19 pandemic, the biggest 

pandemic of the 21st century, educational institutions needed to continue to develop ways to (re)invent 

pedagogical practices to ensure that teaching and learning activities continued despite of the numerous 

obstacles encountered. 

Considering the need for social isolation as a measure to face the global health crisis, the COVID-19 

pandemic and the consequent closure of schools, on July 13, 2020, the public education network of the Federal 

District adopted non-face-to-face teaching alternatives. A little over a year later, on August 5, 2021, based on 

an escalation scheme, students began to return face-to-face, however, still maintaining hybrid teaching, with 

face-to-face activities and activities mediated by digital technologies . 

For the purpose of checking attendance and learning assessment, the SEEDF adopted as a strategy, for 

students with internet access, asynchronous activities made available by teachers on the Google Classroom 

platform and synchronous activities carried out via Google Meet. For students without access to the internet or 

mobile devices, such as smartphones, tablets and notebooks, printed material was delivered in line with the 

content available on the platform (DISTRITO FEDERAL, 2020). 

According to a UNICEF report (2021) on how municipal education networks in Brazil promoted  

non-attendance teaching during the year 2020, the most used strategy was the use of printed material (95.3%), 

followed by by Whatsapp (92.9%), recorded video classes (61.3%), online guidelines by apps (54.0%), 

educational platforms (22.5%), TV classes (4.1%), radio classes (2.6%) and no remote activities were offered 

(2.4%). 
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In the classes in which the study was carried out, 77% of the students used the educational platforms 

provided by SEEDF, Google Classrrom and Google Meet or carried out activities through Whatsapp and 23% 

followed the activities proposed by the printed material strategy. 

Teaching mediated by digital technologies, as a result of the COVID-19 pandemic, has highlighted and 

expanded the inequalities of access to formal education, especially for public school students, exposing the 

difficulty of accessing the internet and the lack of technological devices for monitoring educational proposals 

and training weaknesses in relation to the use of TDIC's. 

However, this reality also provoked a reflection and redefinition about teaching, providing in the 

educational field, the appearance of educational tools and methodological innovations, which modified and 

will modify forever the relationship of the school with the use of mobile electronic learning devices, the  

m-learning. 

4.1 Pedagogical Practices for Carrying out Remote Teaching Using M-learning 

The pedagogical activities presented concern, in general, the practice of the two teachers in which the research 

was carried out, considering that they carried out the planning and execution of activities together, due to the 

proximity of the students regarding the needs regarding understanding about alphabetic writing. The variations 

were punctual, however the proposals presented here contemplate the practice of the two teachers. 

The alphabetic writing system is a system that represents the sound chains of speech by graphic signs, that 

is, the representation of speech sounds with the letters of the alphabet. The appropriation of the alphabetic 

writing system requires the internalization of the rules and conventions of the alphabet, it is necessary to 

understand the properties of the alphabet as a notational system (Morais, 2012; Soares, 2021). 

As highlighted by Soares (2021), the appropriation of this system is a complex process, which requires 

interaction between cognitive and linguistic processes, in addition to learning carried out systematically and 

explicitly in the school environment. From the dialogue between development and learning, mediated by 

someone more experienced, whether a teacher or peers in the social, cultural and school context in which the 

child's development takes place (Vigotsky, 2007). 

Based on strategies that could be attractive, effective and based on digital technologies for students to 

interact with, such as the use of digital games, YouTube videos and interactive story channels, with a view to 

advancing students in terms of the alphabetic writing system, practices Pedagogical practices developed with 

the use of m-learning demanded that the teachers, from the classes in which the research was developed, 

reinvent their practices from spaces and resources of multimodal communication. Multimodal communication 

is defined by the different modes that allow for interaction based on semiotic resources in the design of a 

product (Ribeiro, 2021). 

In view of this, the challenge posed to teachers of literacy classes was regarding the realization and 

effectiveness of this complex process without face-to-face interaction, based on teaching with the use of  

m-learning. 

The specificities experienced by these teachers during remote teaching were complex and challenging, 

considering that they had to manage multifaceted learning environments with the use of m-learning, with their 

own technological infrastructure and without having had support regarding training for the use of strategies 

and methodologies for this teaching. 

The use of screens and information and communication technologies influence reading and writing 

practices and social and communication behaviors (Ribeiro, 2021), mainly due to the COVID-19 pandemic, 

however, it is worth highlighting, regarding the locus of this research in literacy classes, that the situation of 

literacy teachers was perhaps one of the most challenging, due to the age of the students (approximately 6 and 

7 years old.), which required constant assistance from those responsible for the participation and execution of 

the proposals and the the fact that the students are not literate, which also reduces their autonomy when using 

commands that require reading and writing. 

In addition, the planning of activities should be satisfactory for students who did not have the opportunity 

to participate in these proposals, but who should also have their rights to the same learning guaranteed. 

Bearing in mind that this change in the educational environment requires a change in teaching 

methodologies, based on learning supported by new technologies, the teachers carried out different educational 

proposals during classes, which took place synchronously through Google Meet (three times a week). And 

asynchronously through the Google Classroom platform or via Whastapp with the posting of a file, in PDF 

International Conferences e-Society 2023 and Mobile Learning 2023

255



format, which began with a page organizing the students' weekly routine (with the themes that would be 

addressed in that period), followed by the weekly activities (organized by day and theme). 

Lima and Isotani (2021), regarding the use of Google Classroom, point out that this platform is more 

effective if combined with other learning platforms such as Google Meet or Whatsapp and that the emerging 

obstacles of Google Classroom indicate emphasis on teaching methods, which must be adapted to this teaching 

environment. 

The authors' statement reinforces the work that was already being developed by these teachers, who adapted 

the teaching methodologies to the context of remote teaching, and even combined with the use of Google 

Classroom, used other learning tools such as Google Meet and Whatsapp as a possibility to increase students' 

access to education. 

About the activities aimed at learning alphabetic writing, in Google Meet, classes were carried out from 

some supports such as youtube (with the presentation of videos, stories and songs), canva (with the presentation 

of stories and contents using characteristics of communication digital technology such as the use of interactive 

images and emojis), Google Jamboard (which the teachers used to make specific explanations about a certain 

subject, such as getting children to reflect on the graphic similarities of words that share the same sound).  

In addition, at times the teachers used strategies in which Meet was the means of interaction and 

communication, for example with the performance of games and virtual dynamics involving, in an 

interdisciplinary way, the study of alphabetic writing with object hunting at home (from of the initial sounds 

of the words or some other similarity), presentation of objects that started with the studied letter, production of 

collective text. 

The teachers made use of the available resources and at times tried to adapt practices used in face-to-face 

teaching, without measuring efforts towards the desired, that the children reached the end of the 1st year, 

despite the remote teaching, having understood the alphabetic writing system and have arrived at the 

alphabetical hypothesis of writing (Morais, 2012). 

The weekly activities file was sent via Google Classroom, posted on the platform on Mondays and should 

be returned, with the proposed activities carried out on Fridays. This was a material planned and constructed 

by the teachers on a weekly basis. Based on the students' advances and difficulties, the teachers planned the 

proposals for the following week. Furthermore, bearing in mind the specificities of the use of m-learning in 

literacy classes, the material was proposed considering the digital medium, consisting of hyperlinks that 

directed the student to videos, stories, educational games, music and pages of curiosities. These weekly 

activities dialogued with the classes developed on Google Meet. 

Students without access to the internet and mobile devices to follow the synchronous and asynchronous 

proposals, received the material with the same proposals and contents contemplated in the realization in digital 

media, but with the restructuring of the material contemplating the methodological change that the realization 

in the paper support requires. The activities were carried out without the help of the teacher, considering that 

the only form of communication was the digital medium and these students did not have access. 

5. DISCUSSIONS 

In order to analyze the students' learning results regarding the learning process of the Alphabetic Writing 

System towards the appropriation of alphabetic writing, we focused our attention on the considerations made 

about the diagnoses regarding the students' level regarding the comprehension of writing carried out in two 

moments of the learning path. 

The pedagogical practices developed by the teachers with a view to the students' advancement in relation 

to learning alphabetic writing were based on carrying out an initial diagnostic assessment of the students' level 

regarding writing comprehension, carried out at the beginning of the semester, based on the psychogenesis of 

the language writing proposed by Emília Ferreiro and Ana Teberosky (1985). 

To carry out the evaluation, the teachers used their own means to contact students and families, via 

Whatsapp or via Google Meet. Whatsapp presented the feature of being an application already installed on 

most smartphones and, according to reports from family members, being more practical for users. This strategy 

was used with students who had mobile devices and internet access, with those who did not have the resources 

to carry it out, given the need for social distancing, the diagnosis was not carried out in the 1st semester. 
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Starting from the initial diagnostic evaluation of the students' writing, carried out at the beginning of the 

1st semester, the teachers planned their classes and guided their practices. At the end of the semester, after 

carrying out the educational proposals and with a view to planning the 2nd semester, the teachers carried out a 

final diagnostic evaluation, through which it was possible to analyze the students' advances in relation to 

alphabetic writing. 

Graph 1 presents data about the progress of students in relation to the writing hypothesis of those who had 

access to mobile technologies, such as cell phones, tablets and notebooks to enable the teaching-learning 

process mediated by technology. In the graph, the students' writing hypothesis levels are presented in an 

increasing way towards alphabetical writing. 

 

 
                                 Source: authors (2023) 

Graph 1. Evolution of writing levels 

Students who used printed material did not have access to the internet, so it was impossible to carry out the 

diagnostic test, but with the hybrid return, in the second half of 2021, it was observed that these students were 

in a pre-syllabic hypothesis in relation to to writing, demonstrating the importance of equal access and 

permanence in school and the fragility of any educational proposal without proper teacher intervention. 

6. CONCLUSION 

Remote teaching and the educational conditions imposed by the COVID-19 pandemic, in the reality of public 
schools in Brazil, highlighted and widened the inequalities of conditions of access and permanence in formal 
education, especially for those in situations of greater social vulnerability. 

As for the results of learning with the use of m-learning in literacy classes, the data presented reveal that 
students who were able to access and remain in remote teaching, showed significant advances in terms of 
learning towards alphabetic writing. In this way, activities mediated by educational tools such as Google 
Classroom, Google Meet and the use of student interaction platforms such as the use of digital games and 
presentation of videos, music and interactive stories, among many other factors, demonstrate the potential of 
m-learning, with the necessary interventions and pedagogical mediations. 

The students who did not have the opportunity to participate in the remote proposals and had their teaching 
mediated by printed material, without pedagogical assistance, presented the level of comprehension of writing 
in the first hypothesis, pre-syllabic, at the end of the semester, making it even more The inequalities caused by 
the pandemic scenario are evident, especially regarding access to education. Thus, it is worth noting that access 
to the online teaching-learning process is still a matter of concern, due to the difficulty for students to access 
the internet and the lack of technological devices to monitor educational proposals, such as computers or 
smartphones, and the weaknesses training in relation to the use of TDIC's. 

 Regarding the role of teachers during remote teaching, it is worth highlighting the results achieved 
regarding the appropriation of the alphabetic writing system, which were only possible due to the interventions 
and planning of educational proposals carried out by literacy teachers with the use of m-learning, ratifying the 
essential and irreplaceable character of the work of these professionals, who reinvented their practices and 
methodologies based on the demands imposed on them by remote teaching, even without the training, technical 
and financial apparatus of educational institutions. 
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The data presented reflect a specific reality of the locus of this research, therefore, they cannot be 

generalized, however, as highlighted in this study and based on the studies related to it, teaching mediated by 

m-learning can be considered as a modality of high potential, among other factors, if it is accessible to all.  

In addition, it is necessary for teachers to receive adequate training in the use of educational technologies, 

which did not happen during remote teaching. 
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ABSTRACT 

This study aimed to build a model to detect the factors to enhance student engagement and learning development in mobile 

learning during the COVID-19 Pandemic. Data from a total of 400 junior-high-school students were collected in China in 

the fall semester of 2020, and a large proportion of students preferred accessing their study with cellphones (67.0%) than 

with computers (11.8%), laptops (11.3%) or pads (10.0%). Exploratory factor analysis and structural equation modeling 

(SEM) were used for data analysis. The fitness of the items for each scale of the student engagement and learning 

development indicated a sufficient fit (χ2 (19) = 41.252, GIF = 0.974, AGFI = 0.951, CFI = 0.986, RMSEA = 0.054, NNFI 

= 0.979, IFI = 0.986). The results of SEM analysis show that emotional engagement is the most important factor (r2 = 0.859) 

in the model, and student engagement has a significant positive impact on learning development in mobile learning. The 

findings of this study provide a good reference for enhancing student engagement or fostering students’ learning 

development in mobile learning. 

KEYWORDS 

Mobile Learning, Student Engagement, Learning Development, Junior High School, COVID-19 Pandemic, Structural 

Equation Modeling (SEM) 

1. INTRODUCTION 

COVID-19 has resulted in schools being shut all across the world since 2020. While countries are at different 

points in their COVID-19 infection rates, worldwide there are currently more than 1.2 billion children in 186 

countries affected by school closures due to the pandemic (UNESCO, 2021). Due to school closures and 

learning loss across the world, the use of technology in online education has exploded all over the world. In 

response to significant demand during the COVID-19 pandemic, many mobile learning platforms are offering 

free access to their services, including platforms such as Alibaba’s distance learning solution, DingTalk, Cloud 

Class, etc. With this sudden shift away from the classroom in many parts of the globe, whether the adoption of 

mobile learning will continue to persist post-pandemic, and how such a shift would impact worldwide 

education will be an imperative issue in education research. 
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2. LITERATURE REVIEW 

2.1 Student Engagement in Mobile Learning 

For most students, engagement can positively predict students’ academic achievement and provide an excellent 

theoretical framework for predicting learning performance. Previous studies defined student engagement as a 

relevant and multidimensional conception with good construction that reflects the level of academic motivation 

(Skinner & Belmont, 1993), a concept that requires psychological connections within the academic 

environment (Chapman, 2003; Furlong et al., 2003; Kuh, 2001), or the concept classified into behavioral, 

emotional, and cognitive dimensions (Fredericks, Blumenfeld, & Paris, 2004; Jimerson, Campos, & Greif, 

2003).  

Behavioral engagement indicates to what extent learners engage in learning based on their behavior in 

learning activities which show positive associations with course achievement and completion (Kahan et al., 

2017). Emotional engagement refers to learners’ perceptions of their learning in mobile learning, such as their 

course satisfaction, perceptions of learning experiences, and benefits (Post et al., 2019). Cognitive engagement 

refers to a knowledge test, of which quizzes, assignments, tests, examinations, surveys, self-assessments, 

discussion forums, exercises, essays, labs, and writing projects were employed to assess the intellectual skills 

that learners acquired in mobile learning (Chiu & Hew, 2018; Krasny et al., 2018).  

2.2 Learning Development 

It is encouraged to cultivate students’ core competences (2009) and to promote the high-level competences in 

educational settings. The high-level competences are classified into five dimensions as collaboration (Chuang 

et al., 2012; Huang et al., 2012), communication (Lan et al., 2012), complex problem solving (Hung et al., 

2012a; Hwang et al., 2014), critical thinking (Hung et al., 2012b; Kuo et al., 2012), and creativity (Wu et al., 

2013). Several studies have further signified the positive impacts of incorporating mobile technologies into 

school curriculums on students’ higher-order thinking performances, such as their problem-solving, critical 

thinking and creativity (Kim et al. 2015; Kong and Song 2014). According to Hwang’s study, students’ 

engagement in communication and collaboration are important mediators between their technology preferences 

and higher-order thinking tendency (e.g., problem-solving, critical thinking, and creativity)(Hwang, et al., 

2018). The performance of these competences could be regarded as a reference for measuring high-level 

learning development. 

2.3 Mobile Learning 

Mobile learning refers to a learning context in which learners utilize their individual portable devices to access 

a mobile network to conduct their learning, whether in or out of the classroom (Song, 2014).With the rapid 

advancement and popularity of mobile technology, researchers have further indicated using mobile technology 

to support learning could be an effective learning mode for facilitating student-centered learning (Chang, et al., 

2011). This study addresses students studying remotely, specifically handheld devices. The connection between 

engagement and mobile devices is confirmed by 88.2% of the sample in this study. 

3. METHODOLOGY 

A students’ self-reporting opinion survey collected in the fall semester of 2020 regarding student engagement 

and high-level competences development in mobile learning was developed as a quantitative measure. The 

data analysis in this study has been shown to be a flexible and powerful means of examining the relationships 

among constructs. This study developed nine hypotheses regarding junior-high-school students’ engagement 

and learning development in mobile learning. The Theoretical framework is as shown in Figure 1.  
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Figure 1. Theoretical framework of student engagement and learning development 

3.1 Participants 

The survey sample was a non-probability sample of convenience, consisting of eight junior high schools in 
Nanning City, Guangxi, China. The ranking of the schools was around the average. A total of 400 junior high 
school students (14.0 years old on average), including 193 males (48.3%) and 207 females (51.8%), 142 
(35.5%) 1st grade, 131 (32.8%) 2nd grade, and 127 (31.8%) 3rd grade, were surveyed. The responses of the 
learning equipment used in mobile learning indicated that a large proportion of students preferred accessing 
with cellphones (67.0%) than with computers (11.8%), laptops (11.3%) or pads (10.0%). The return rate was 
approximately 83%. Ethical approval clearance and informed consent clearance were granted due to the use of 
anonymous questionnaires. 

3.2 Instruments 

To achieve the research objectives, a survey consisting of two dimensions, learning engagement and high-level 
competences, was adopted to measure the students’ perceptions. All of the items in the questionnaire were 
presented using a 5-point Likert scale, ranging from 1 - strongly disagree to 5 - strongly agree.  

The aspect of student engagement consisted of three scales: behavioral engagement (BE), emotional 
engagement (EE), and cognitive engagement (CE), with seven, seven, and six items, respectively. Behavioral 
engagement included basic behaviors such as participation, motivation, and support from teachers. Emotional 
engagement refers to the students’ attitudes towards mobile learning. Cognitive engagement values the learning 
outcomes that assess multidimensional students’ perceptions of mobile learning.  

In addition, the learning development measure was developed by Lai and Hwang (2014), which was 
modified from the surveys cited as follows: (1) Creativity represents the creative tendencies of the students; 
creativity (CRE) was modified from the Creativity Assessment Packet (Lin & Wang, 1994). (2) Complex 
problem solving represents the students’ ability when they are solving problems; complex problem solving 
(CPS) was modified from the problem-solving questionnaire by Pan (2001). (3) Meta-cognitive awareness is 
for assessing the students’ metacognition when they are learning; meta-cognitive awareness (MCA) was 
developed based on metacognitive awareness (Schraw & Dennison, 1994). (4) Collaboration represents the 
students’ experience of collaborating with others; collaboration (COL) was modified from the knowledge 
integration capability survey developed by Jeng and Tang (2004). (5) Communication represents the 
interactions when students communicate with others. Communication (COM) was revised from the 
Communicative Adaptability Scale (Duran, 1992).  

3.3 Data Analysis 

With the statistical software of SPSS and AMOS, the exploratory factor analysis and confirmative factor 

analysis were utilized to identify the structure of each survey. Variable difference was examined by exploratory 

factor analysis and SEM. The Structural Equation Modeling (SEM) was implemented to determine the 

relationship of each source of student engagement on learning development. The results determined the 

magnitude and consistency of any relations. 
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4. RESULTS 

4.1 Exploratory Factor Analysis of Student Engagement and Learning 

Development 

To validate the questionnaire of student engagement and learning development, exploratory factor analysis 

(EFA) with varimax rotation was performed to clarify the structure. According to the results of EFA of student 

engagement, the participants’ responses were grouped into three factors: behavioral engagement (BE), 

emotional engagement (EE), and cognitive engagement (CE). Hair et al. (2006) noted that an item is remarkable 

if its factor loading is greater than 0.50. The factor loadings of all the items in the measure range from 0.654 

to 0.836, thus meeting the threshold (0.50), and demonstrating convergent validity at the item level. The 

Cronbach’s alpha coefficients for the factors were .87, .89 and .87, with 56.09%, 61.27%, 60.31% of variance 

explained, respectively, the overall alpha was .94, and the total variance explained was 60.46%. The KMO 

value was 0.939, and the Bartlett χ2-value was 4474.127 (p<0.000), as shown in Table 1, suggesting that these 

factors have highly acceptable reliability for assessing student engagement. 

Table 1. Rotated factor loadings, Cronbach’s alpha values, item means, and standard deviations for the three factors of 

student engagement 

Items Factor 1 Factor 2 Factor 3 

Factor 1: behavioral engagement (BE), α = .87, mean = 3.47, SD = 0.72 

BE_1 0.755   

BE_2 0.777   

BE_3 0.749   

BE_4 0.654   

BE_5 0.762   

BE_6 0.799   

BE_7 0.737   

Factor 2: emotional engagement (EE), α = .89, mean = 4.37, SD = 0.71 

EE_1  0.815  

EE_2  0.836  

EE_3  0.806  

EE_4  0.818  

EE_5  0.740  

EE_6  0.736  

EE_7  0.720  

Factor 3: cognitive engagement (CE), α = .87, mean = 3.69, SD = 0.71 

CE_1   0.826 

CE_2   0.805 

CE_3   0.785 

CE_4   0.743 

CE_5   0.734 

CE_6   0.762 

% of variance 56.09% 61.27% 60.31% 

Note. loading less than 0.50 omitted, N = 400, overall α = .94, total variance explained is 60.46%. 

 

According to the results of EFA of learning development, the participants’ responses were grouped into 

five factors: creativity (CRE), complex problem-solving (CPS), meta-cognitive awareness (MCA), 

collaboration (COL), and communication (COM). The factor loadings of all the items in the measure range 

from 0.665 to 0.854, thus meeting the threshold (0.50), and demonstrating convergent validity at the item level. 

The Cronbach’s alpha coefficients for the factors were .86, .85, .86, .82 and .85, with 64.42%, 63.19%, 64.60%, 

58.86%, 62.63% of variance explained, respectively, the overall alpha was .92, and the total variance explained 

was 64.35%. The KMO value was 0.919, and the Bartlett χ2-value was 5266.870 (p<0.000), suggesting that 

these factors have highly acceptable reliability for assessing the learning development. 
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Table 2. Rotated factor loadings, Cronbach’s alpha values, item means, and standard deviations for the five factors of 

learning development 

Items Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 

Factor 1: creativity (CRE), α = .86, mean = 3.69, SD = 0.82 

CRE_1 0.693     

CRE_2 0.820     

CRE_3 0.841     

CRE_4 0.828     

CRE_5 0.822     

Factor 2: complex problem-solving (CPS), α = .85, mean = 3.79, SD = 0.70 

CPS_1  0.751    

CPS_2  0.797    

CPS_3  0.819    

CPS_4  0.813    

CPS_5  0.791    

Factor 3: meta-cognitive awareness (MCA), α = .86, mean = 3.64, SD = 0.73 

MCA_1   0.775   

MCA_2   0.803   

MCA_3   0.817   

MCA_4   0.852   

MCA_5   0.768   

Factor 4: collaboration (COL), α = .82, mean = 3.58, SD = 0.71 

COL_1    0.794  

COL_2    0.810  

COL_3    0.668  

COL_4    0.756  

COL_5    0.798  

Factor 5: communication (COM), α = .85, mean = 3.89, SD = 0.72 

COM_1     0.768 

COM_2     0.665 

COM_3     0.854 

COM_4     0.846 

COM_5     0.809 

% of variance 64.42% 63.19% 64.60% 58.86% 62.63% 

Note. loading less than 0.50 omitted, N = 400, overall α = .92, total variance explained is 64.35%. 

4.2 Results of SEM 

The results of SEM, along with the recommended values for the common model fit, and the suggested saturated 
and independence models, are shown in Table 3. Most of the model-fit indices exceed their respective common 
acceptance levels suggested by previous research, thus demonstrating that the default measurement model 
exhibits a good fit with the data collected (χ2 (19) = 41.252, GIF = 0.974, AGFI = 0.951, CFI = 0.986, RMSEA 
= 0.054, NNFI = 0.979, IFI = 0.986), as shown in Table 8. This implies that the suggested model is a good fit. 

The paths from the behavioral engagement, emotional engagement, and cognitive engagement factors to 
student engagement showed significant difference. As expected, the results support H1, H2, and H3. The result 
reveals that emotional engagement is the most important factor (r2 = 0.859), with 85.9% variance explained, 
then behavioral engagement (r2 = 0.811), with 81.1% variance explained, and cognitive engagement  
(r2 = 0.807), with 80.7% variance explained in the model. In the meantime, as expected, the results support H4, 
H5, H6, H7 and H8. The result reveals that communication is the most important factor (r2 = 0.827), with 82.7% 
variance explained, then meta-cognitive awareness (r2 = 0.741), with 74.1% variance explained, complex 
problem-solving (r2 = 0.735), with 73.5% variance explained, collaboration (r2 = 0.730), with 73.0% variance 
explained, and creativity (r2 = 0.415), with 41.5% variance explained in the model. 

There is also a significant path from student engagement to learning development. According to the 
standardized regression coefficient (r2 = 0.830), and the Criteria Ratio (C.R.) = 7.648 > 3.29, p < 0.01, 83.0% 
of variance explained, it means that the correlation between student engagement and learning development is 
fairly high. As expected, the results support H9. It is confirmed that the standardized coefficients show high 
validity and reliability by SEM. Student engagement has a direct effect on learning development in the model, 
as shown in Figure 2. 
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Table 3. Fit indices for structural and independence models 

Fit indices Recommended Default_m Saturated_m Independence_m 

Model fit summary 

χ2/df  ≤ 3.00 2.171 - 56.954 

GIF ≥ 0.80 0.974 1.0 0.354 

AGFI ≥ 0.80 0.951 - 0.169 

CFI ≥ 0.90 0.986 1.0 0.000 

RMSEA ≤ 0.1 0.054 - 0.374 

NNFI ≥ 0.90 0.979 - - 

IFI ≥ 0.90 0.986 1.0 0.000 

AIC (relative) smaller 75.252 72.000 1610.712 

 

 
Note. The figure shows standardized path coefficients; p < 0.05. 

Figure 2. Paths of student engagement to high-level competences development in mobile learning 

5. CONCLUSION 

5.1 Educational Implications 

The pandemic has brought about a paradigm shift in education which has resulted in new modes of educational 

delivery and new learning processes. While the pandemic and the extended school closures in 2020 have 

changed students’ learning methods and habits, a comprehensive measure is required for monitoring and 

support to ensure students’ learning outcomes.  

According to the exploratory factor analysis in this study, the questionnaire showed good reliability for 

assessing student engagement and learning development. The item means and standard deviations for student 

engagement showed that the degree of students engaged in mobile learning was quite high, which implied that 

they commonly recognized the value of mobile learning during the COVID-19 pandemic. However, behavioral 

engagement had a lower mean than the other factors, which implied that some students had poor self-regulation 

and had trouble concentrating on lectures in mobile learning. As Barnard et al. (2009) advocated that the mobile 
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learning environment is characterized by autonomy, self-regulation becomes a critical factor for success in 

mobile learning. 

It was confirmed that the standardized coefficients show high validity and reliability by SEM in this study. 

The fitness of the items for each scale of the student engagement survey and learning development survey 

indicated a sufficient fit and also confirmed the questionnaire’s structure. The SEM analysis shows that student 

engagement has a significant positive impact on learning development in mobile learning. The SEM results 

provided a valuable reference that student engagement is critical to determining how students perceive mobile 

learning and their learning development. 

5.2 Implications for Research and Practice 

This study contributes to our understanding of the effect of student engagement in mobile learning on learning 

development in junior high schools. Bozkurt et al. (2015) addressed that mobile learning is no longer peripheral 

or supplementary, but rather has become an integral part of mainstream society. An understanding of junior 

high school students’ engagement in this study can provide references for improving the efficiency of students’ 

learning development and adjusting teachers’ teaching approaches. As engagement is an important factor 

affecting students’ efficient learning and academic achievement, it directly affects the learners’ learning results 

and learning effectiveness (Authors, 2021). An essential conclusion of this study is that teachers or developers 

must design mobile learning environments to match not only the expectations of the students but their 

engagement and competences development as well. 

5.3 Limitations and Suggestions for Future Research 

First, this study focused only on a special population of junior-high-school students in China. Discretion must 
be exercised in extending the results to other disciplines. Second, this study was an exploratory study of how 
student engagement affects learning development in mobile learning, but it provides little discussion on the 
arrangement of mobile learning platforms or system management. Third, whereas measuring methods of 
engagement by questionnaires have several strengths, they also have limitations, including the difficulty of 
interpretation without additional contextual information. In addition, the resulting model has not been 
compared with any other similar model, which makes it difficult to use the results in practice to improve 
learning and teaching processes. It is suggested that more models be constructed in mobile learning settings to 
improve learning and teaching designs for future research. The findings of this study could be a good reference 
for those who intend to develop a specific topic of learning on technology for enhancing student engagement 
or fostering students’ learning development. 
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ABSTRACT 

Due to the advance of technologies and the increase of their use around the world, it shows a need to include them in 

education, as tools that could help the current teaching methods. Taking into account that most English classes in Brazilian 

public schools have been happening in the same way for many years, and considering the importance of learning a foreign 

language in this new technological world scenario, the objective of this study, that is part of a Master Degree dissertation, 

is to understand the perception of Brazilian English teachers in relation to the use of games and digital technologies, in the 

practice of face to face and remote language teaching classes, in different educational environments. Based on the 

participation of English teachers in the research stages, it is possible to explore their experiences and points of view, directly 

related to the English teaching and the use of technologies and digital games. This research collected information through 

a focus group research method. In this way, it was possible to verify that teachers, together with technologies and digital 

games, are very important in the classroom and those are extremely important tools to be used in teaching, including 

English. It was also noticed that keeping learning and qualifications are very important for the updating and practice of 

teaching. In addition, it was possible to conclude that, through the planning of activities, visualizing the right moment to 

insert digital games and technologies in their classes, teachers have support tools in these, which will help to engage and 

motivate students in learning a new language. 

KEYWORDS 

English Language, English Education, Teaching-Learning, Digital Technology, Digital Games 

1. INTRODUCTION 

Languages are an integral part of the universal exchange of knowledge. The English language is one of the 

most needed languages across the world. It is considered the language of international communication and 

business because it is the official language of many countries, and it is being taught as a foreign/second 

language all over the world (Menni, 2020). 

The English language has always had its importance throughout history, but it was globalization and 

technology that expanded horizons and brought new opportunities and also urgent needs. The more economies, 

technologies and societies are intertwined, the more a way to communicate externally is needed. Therefore, the 

use of English has spread around the world in recent decades, unevenly but incessantly (First, 2021). Today, 

English is probably the main example of a global language. It is used to communicate in areas such as 

workplaces, science and technology, arts and business world (Holden; Nobre, 2021). From the 2.5 billion 

English speakers in the world, only about 400 million have this language as their mother tongue. People are 

learning English because they realize its importance in different situations. English increases inclusion as it 

enables professional development and puts people from different backgrounds on the same level (First, 2021). 

Much has changed and evolved over time, and the area of education has not been left behind. Approximately 

a decade ago, Prensky already stated that today's students are no longer the same people our educational system 

was developed for (PRENSKY, 2010). Then, it is necessary to realize the importance of using new tools to 

mediate knowledge for these new people. The digital natives, people who were born in the age of knowledge, 

in order to have meaningful learning, aspirate for a teaching that includes a little of their life realities. Learning 
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a foreign language has become more accessible with the help of technology, which brings to hands several 

online resources, such as videos, audios and materials to learn wherever you are. With so many enabling 

devices, the ideal would be to connect what is taught in the classroom with what the world offers digitally. 

Given the above and focusing on the importance of learning a second language, it is noticed the necessity 

to use auxiliary tools capable of encouraging students learning. Therefore, this study proposes a reflection on 

the current way of teaching English in schools, analyzing the perception of Brazilian English teachers in 

relation to the use of games and digital technologies, in the practice of language teaching using the focal group 

method, taking into account the reality of each teacher and technologies available.  

Learning a language has become more accessible with the help of technology and, according to  

Anjos-Santos et al. (2014), the English language and digital technologies have assumed an increasingly 

important role in the contemporary world. Learning English today has become a fundamental requirement for 

citizenship. In the same way that the English language has become increasingly present, the use of different 

digital technologies has been incorporated into the most diverse contemporary social practices  

(Anjos-Santos; Gamero; Gimenez, 2014). 

From this point, considering the English language learning and Technologies, as well as the use of digital 

games, the focus group method will be explained and how it was done with the participants' teachers.  

2. FOCUS GROUP 

The focus group is a technique that stimulates and favors the interaction between its participants. This 

interactivity facilitates the development of studies that seek to understand attitudes, preferences, needs and 

feelings (ROLOFF, 2021). It is the data collection mechanism based on group discussions focused on a specific 

topic. The direction, guaranteed by a moderator, must occur in a non-structured and natural way (Duarte, 2007). 

Another relevant point of this methodological approach is to enrich quantitative research, due to its power to 

scan issues that, not always, can be measurable numerically (Abreu; Baldanza; Gondim, 2009).  

Focus group is defined, therefore, as a joint discussion, between six to twelve participants (maximum 

number of participants), guided by a moderator/facilitator. The moderator (which in the case of academic 

research should be the researcher himself) must be able to guide the progress of the discussion in order to 

respect opinions, avoiding introducing any preconceived ideas (Duarte, 2007).  

The social distance resulting from the COVID-19 pandemic has strengthened the already emerging process 

of virtual connections between people, also bringing implications for conducting research. With the 

introduction of New Communication and Information Technologies, focal groups began to use virtual rooms. 

The online focus group is an information gathering method similar to the face-to-face focus group. Its main 

characteristic is that it is performed in a virtual environment, dispensing with the physical presence of the 

participants so that there is interaction and consequently communication between them. This differentiation is 

pointed out as one of the main advantages of online focus groups (Abreu; Baldanza; Gondim, 2009). 

The main purpose of this research modality is to extract from the attitudes and responses of the group 

participants, feelings, opinions and reactions that would result in new knowledge. Through the observation of 

everyday things, it is possible to see what is hidden, hear what was not said and read what is not written (Gomes, 

2005). From this knowledge about focus groups, it is important to explain about the online focus group 

conducted with the Brazilian teachers. 

2.1 Brazilian Teachers Focus Group 

When it comes to data collection, the focus group was used as a research resource. This was done through data 

and information from discussions in the online focus group, carried out with Brazilian English teachers from 

public and private schools, language schools, university and remote teaching.  

In the second semester of 2021, English teachers from Torres, state of Rio Grande do Sul, Brazil, and the 

region, were contacted to be invited to participate in the online focus group. From all these contacts, a positive 

response was obtained from ten teachers, who agreed to participate in the focus group. Of these ten respondents, 

seven of them participated in the focus group: two teachers from a language school, two teachers from public 

schools - two private online teachers, who have already taught in private and public schools - and one university 
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teacher, who works at the university of a native English speaking country, with experience in national and 

international language schools and private online classes.  

Next is shown the analysis of the focus group results, performed with the teachers, a mediator and the 

author, responsible for the study. These are organized into three categories: Teaching practices and challenges, 

use of digital resources in the classroom and teachers' shared experiences, and each category is reasoned with 

some author's ideas. 

2.1.1 Teaching Practices and Challenges  

This category addressed how teachers see teaching English in their classes and what their biggest challenges 

are. 

Teacher 1: teaching, like, it has a lot of positive parts, because I'm not teaching them to speak English, you 

know, I'm teaching them to write an introduction in English, I'm teaching them to do research and use 

bibliographic references, etc. So, the difficulty is the issue of the students' English level when they arrive, and 

another difficulty too, with the pandemic and such, and even before the pandemic as well, it was even a bit of 

the students' interest. Their motivation is also a difficulty for me here. 

Teacher 2: A student doesn't want to spare even a little extra time to learn the language, so he/she hopes 

that magic will happen in the classroom. They need to expose themselves to the language in other environments, 

at other times, formally and informally, but they don't want that exposure, they say they don't have time, that 

they can't, that it's a lot, but they want to learn, they want to see the end result, but they don't want to work 

towards the learning outcome. 

According to Holden and Nobre (2021), what students may not fully realize is that learning a foreign 

language requires a lot of work and requires practical and memorizing activities, as well as communicative and 

creative ones. Likewise, learning to play a musical instrument, or to drive a car, also requires extensive student 

practice. 

Teacher 3: The most nerve-racking point of all, getting the students involved and getting them to understand 

that it's not magic, there's no miracle, if there's no effort. Learning a language, we know very well that it's not 

like that, right, it requires time, dedication, so for me, this was and will continue to be the teacher's great 

challenge, how to involve your students, how to bring all of them, you know, to accomplishing what needs to 

be done, it's a process, you know, it has stages, everything. 

Widodo (2006, p. 122-141 apud Kurlishchuk, 2016, p. 88-89) reports numerous benefits of using games, 

such as increasing motivation among shy students who cannot express their feelings or talk in front of other 

people. By using games, students can be more active, autonomous and energetic, learn about the environment, 

the world they live in and get involved in the teaching-learning process (Kurlishchuk, 2016). 

Teacher 4: Our methodologies are still very expositive due to the fact that our schools are not equipped, so 

we don't have an English-only room, we don't have the electrical equipment. These difficulties are crossed by 

the teaching of the English language, mainly in state schools. There are also several students who arrive 

throughout the year and as our city is a touristic city, them you are with that group that is already on the way, 

which has such a level, then a student arrives who don't know anything, you know, several students actually, 

or who don't like English because of a series of things that happened along their path, you know, at school. 

Granito and Chernobilsky (2012 apud Rad, 2017, p. 9) suggests that inserting different forms of technology 

can help teachers create enjoyable and motivational classes for students of all levels (Rad, 2017). 

Teacher 6: When we talk about a private course, right, that is extracurricular, we have a slightly higher 

level of interest, but still with this feeling that it is magical. In the classroom, what I noticed in addition to this 

issue, you know, wanting everything to happen, the student's lack of interest, there is also the issue of 

unevenness, so you work with a student who does not know what the verb to be is, and you already have that 

student who is already doing 5 years of language school and who is super advanced, and you have to make an 

interesting class for all these levels, right? So I see this as the greatest difficulty in the classroom, this issue of 

the student's unevenness. 

“In the current educational context, being a teacher has become a challenging issue, since the classes are 

diverse, each with its own particular characteristics, which requires a more elaborate pedagogical work on the 

part of the educator. perfection of their practice."(Gomes et al., 2016, p. 90). 

Teacher 7: Despite the dream, if you don't have the motivation, the dream is not enough, you have to have 

a motivation to learn and this issue of unevenness and we are always afraid of exposing ourselves, of talking 

about silly things. I think more than the use of technology, that it facilitates some things, you create new 
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activities, give this engagement, technology brings these opportunities, but it is not enough, because there is 

also a factor that I usually say in relation to my students, the experience of their lives. 

The use of collaborative technologies is advised to help English learners to participate more actively in their 

own learning. English students not only learn English, but also acquire more information and knowledge, 

improve their communication skills, make friends and expand their social contacts using English  

(Franco-Madrigal, 2016). 

Teacher 8: I deal a lot with the difficulty of working in a school which is considered a school in a 

neighborhood on the outskirts here in the city, you know, there is a lot of prejudice in the issue of English, of 

teaching English, they don't think it is important because their reality is very different and I realize that there 

are few who are really interested in the language, you know. So I realize that we have to create a lot of that 

affectivity and playing things, if we don't have that, we lose the student, you know. 

Socioeconomic inequality is still an important factor for the lack of meaning of discipline in classrooms. 

(Trevisan, 2018). 

There are still some specific difficulties in relation to the work of English teachers that can be attributed to 

the use of a traditional methodology, as well as the lack of student awareness regarding the importance of 

learning a foreign language (Gomes et al., 2016). 

It is understood, therefore, that teachers and students face many challenges in terms of teaching and learning 

English. There is resistance on the part of students to dedicate themselves and practice, as well as a lack of 

motivation and a sense of learning. To the teachers, the scarcity of materials and resources to try to innovate 

and involve all students. 

2.1.2 Use of Digital Resources in the Classroom 

In this category, the use of games and digital technologies in the practice of English language teaching, the 

importance of these digital tools for teachers, and whether there have been changes, comparing before and 

during the pandemic, with the use of technology and games. 

Teacher 1: I always liked using games, when I taught English as a second language, but it's something that 

we have to take care of, too, not to get that pressure of always having to bring a game to the classroom, 

sometimes you can adapt that goal with a little game. But it is something that is important for us to think that 

the games are important, they are part of learning, the students end up getting more involved, but it can 

generate pressure for the teacher. So I think there has to be a little bit of balance, but I agree that games are 

very important and technology is there to help, right? 

Teacher 2: One point that I think is that we always need to have a goal, which has also been mentioned, so 

playing Kahoot just for the sake of playing will not lead anywhere, it will make the student a little more 

coquettish, but what was the pedagogical objective of that activity? It's valid, but there has to be a dose, so I 

think we also have to know how to measure each thing, each activity that we do in the classroom, always with 

a purpose, to feel to know the class, to feel/know the student, then to know the class, there is a class that will 

do very well with more technological activities and games, another not so much, so I think you also have to 

know the reality of each student and each class, to know what to offer is very important too. 

Teacher 3: I work 80% of the time with online, individual classes, so it's a very different thing, the 

technology I use are video conference platforms. I don't use games much, I use more interaction with students. 

But from the experience I had while I was a teacher, I remember well that I took the whole transition, I took 

the issue of technology being introduced, the need, the demands of the students, so I participated a lot in all 

the stages, the discussions, reality was changing. So if we are in a class with 30 children, 30 teenagers, the 

challenge is immense and these resources come to help us. 

It is salutary to understand that digital technologies will not replace or diminish the importance of the role 

and function of the teacher, but rather that they serve as important tools to bring formal education closer to the 

new generations and expand and intensify the learning process (Cruz, 2021). 

Teacher 4: So, we still use little digital technology in the classroom, we use a lot of technology, in the game 

that a colleague showed you, you also use the technology to print, to choose images. I have students who are 

very uneven, just like I have students who know a lot of English, I have students there who know almost nothing, 

so we have to make the necessary adaptations, I also do a lot of them creating their own games with other 

groups, organize themselves, learn, you know, so more in that sense that I use technology there. 
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According to a study by the British Council, English teachers say that didactic resources are more relevant 

in teaching their subject than in other subjects. They also state that English is a discipline that requires more 

playful, collective and interactive activities to generate student engagement and practical involvement with the 

language. Therefore, teaching resources, especially technological ones, are the main demand of teachers 

(Council, 2015). 

Teacher 5: As soon as we jumped in there for these online classes, and from day to night we had to find a 

way, first we had to get on digital platforms, which was not our reality, you had to adapt everything, right, for 

that environment without ever having studied, thought or imagined that we were going to have to teach classes 

that way, right, so it was like that, it turns you around, so I wanted to show you something that is zero 

technological, but it was a crazy success with my students, here I hid the flashcards and the children had to 

find out what I was showing, so it's really needed. 

Buckingham (2006 apud Cruz, 2021) warns that we need to have the courage to deal with and prepare 

students (and here we include teachers) for this new world, in which they can be active and critical. The focus 

on the use of games in learning situations is justified by allowing the development of different skills, such as 

autonomy, systemic and strategic thinking and problem solving (Cruz, 2021, p.151). 

Teacher 6: When I was a student, technology was that movie on a TV tube they brought and dragged around 

the whole school until I got to the classroom to watch a movie, in terms of technology, that was it. So, I see it 

like this, really as a resource, an option that you can use, but it is very dangerous when used without purpose. 

Because I know that games facilitate the teaching-learning process. Another thing that worries me about the 

game is the competition. When you are going to make the students compete, I start to think about the anxiety, 

the frustration, of dealing with losing or winning. So I'm already starting to take this idea away from the 

competition and go more to the collaborative, to the cooperative.  

The pedagogical use of digital games can go beyond the construction of knowledge in specific areas, 

treating them not as mere teaching machines, but rather as cultural artifacts, which exist within a context (social, 

cultural, economic, historical). This implies that, when digital games are used in a pedagogical initiative, the 

cultural character of these productions should not be ignored (Cruz, 2021, p.151). 

Teacher 7: Before the pandemic I thought I mastered things on the internet, but with the pandemic I realized 

that there were many resources that I didn't know about. We had the opportunity to take a postgraduate course 

in education technology and we did it, and then I learned quite a lot. Because in classes when it was online,  

I analyzed myself a lot. I left a lot to be desired because of many things I didn't know. Now I realize that it's 

different, we also received computers for the municipal students, so they play online games and I see that they 

like it a lot, so I think it contributes to our reality in the classroom. I really like games. And I see that a lot of 

people are still stuck in that traditional education, even with the whole issue of technology.  

With the decreed pandemic and the release of non-face-to-face activities, institutions or teaching networks, 

in order to carry out remote activities, needed changes in pedagogical practices, that is, the teacher needed 

pedagogical support that would provide conditions to act in this context. differentiated moment. Unfortunately, 

many were not able to include non-face-to-face activities and the use of methodologies for this teaching 

process, due to their initial professional training, which did not provide them with such skills (Cruz, 2021). 

Considering that the new scenario of technological innovation in education calls for a renewed posture of the 

teacher, with the role of guiding and mediating the students' learning, above all a guide, who explores the 

critical sense in everything that the student learns (Carvalho et al., 2020). 

It is observed that, with the pandemic, technology entered the lives of students and teachers, breaking 

barriers and coming to stay. The educator's role goes far beyond teaching, and this was noted in the  

teachers' speeches. Technology needs to be seen as an ally for teaching, and teachers have to gather with it.  

2.1.3 Teachers Shared Experiences 

In this last category, the subject was developed regarding possible changes in teaching practices during the 

COVID-19 pandemic, and perceptions of what can be improved in English language teaching, by teachers. 

"Analyzing challenges based on evidence is always a good starting point" (Council, 2019, p.6). 

Teacher 1: We are continuously, constantly adapting and changing, you know, now I think it won't just be 

going back to what it was, there will be a lot of things that we will still miss, even the online part there that 

was easy, right, but in relation to one thing that could improve, especially in Brazil with this financially, the 

needy to have good access to the internet, because that's what made this inequality so wide open. So, thinking 

about a governmental issue, I think that an initiative to subsidize resources for needy students, so that they can 
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have access to the internet. I think it is an ideal world, right, but if I were to choose any thing, maybe that 

would be an interesting thing. 

Teacher 2: I think that before the pandemic, in a way, some professionals managed to escape the use of 

technology a little bit and it worked and they made it happen, and after the pandemic this was no longer an 

option. I think that has changed, we learned a lot from it and I think what is left of teaching is that there is a 

lot of room for learning and training. So what remains is, we cannot escape the use of technology in the 

classroom, regardless of how this use will be, because it's already part of what our students are today and just 

as technology was very present in the pandemic and fundamental, I think affectivity is too.  

It will be necessary to invest in teacher training as a language user and in more integrated teaching 

methodologies for the use of English. (Council, 2019, p.34). 

Teacher 3: I think it changed everything, right, the teachers come out much better. So my admiration for 

everything you've done and are still doing in this period of pandemic, and overnight they had to learn and 

manage, and make things happen, you know, because the families were waiting, the students too, we know that 

a lot was lost in this period, especially those who are in the state school, many students were also lost. Last 

week, the result of a survey in Brazil regarding internet access was published and one third of the Brazilian 

population does not have any access. What we come out of this pandemic is that our country needs more 

equality. We have to always be looking, keep studying, searching.  

Teachers struggle to deal with social issues and more the pedagogical one. This is in addition to the 

problems of infrastructure and access to inputs at school. That very traditional class, sometimes, is what is 

possible to do within a very complex context (Council, 2019, p.42). 

Teacher 4: We are having the reality of high school, I'm with them, you know, and they are coming back in 

this post-pandemic, I don't know if it's a post-pandemic, right, but not all of them are coming back, so that 

makes it a lot difficult. What I'm trying to do is try to give a projection of the pedagogical for that cell phone, 

because they know how to use the cell phone, they use it all the time, but then doing things that will collaborate 

with their lives, they don't know. For example, producing a curriculum, which is there in high school, right, 

making a Powerpoint, a slide, a presentation on a topic, they don't know that, I think we have now to teach 

them to use their cell phones as a pedagogical resource. 

Teacher 5: I think it was a moment to shake things up, you know, so there were a lot of people who were 

really accommodated there, I'm not going to say that they didn't, because they were really scared and didn't 

want to go through this evolution, but I think it was really very positive in the sense of it, that we were actually 

forced to enter the digital world, right, that was really cool and I think it was the opportunity for us to learn a 

lot. I think we are slowly coming back and I think we are, as professionals, even more strengthened. One thing 

that I found very interesting was the moment we started the online classes, we exposed our class, our day, our 

moment to the whole family, everyone started to participate in our classes, right, it was also a huge challenge 

for us to expose ourselves. 

Teacher 6: I think that some initiatives are already being taken, I see from the micro to the macro, I saw 

some city halls, for example, they bought a lot of tablets but they don't know what to do with them because they 

think it's just changing the book for the tablet, it's not, because then you have to train the teacher, you have to 

think about how you can use that, so I see the biggest total disorganization like that. One thing that I noticed 

was that we couldn't teach the same online class time as the classroom time, so there's something wrong there. 

It seems that the face-to-face class has more contact there, the class is more productive, I felt that online people 

were very lost.  

Teacher 7: On the issue of the pandemic, I think the municipality woke up a little, a lot of resources are 

coming, many students don't have this contact at home, so that's one more reason for them to go to school, 

because for many it is demotivating. Of course, many teachers are still thinking that the technology is difficult, 

and with the issue of age, they don't want to update themselves. It happened at my school, with teachers 

resigning because they didn't want to deal with technology, they got desperate because they didn't know when 

we would return face-to-face. I think that a teacher is an eternal construction. As I say to them, it's not just us 

who teach, they teach us a lot, right, and it's a nice exchange. 

Based on the reports, an important movement can be noticed with regard to leaving the comfort zone and 

going in search of new knowledge. Teachers did everything possible and impossible to reach their students 

during the COVID 19 pandemic. Many went further and strengthened ties with their students through affection. 

There is still a lack of greater perception from government officials, to look at the urgent needs of public 

education classrooms, as well as the neediest students. 
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3. CONCLUSION 

Based on the results obtained through the focus group, raising the practices of English language teaching and 

the experience lived by the teachers, as well as the use of digital resources in the classroom in formal schools 

of regular education and language schools, present that teachers have some knowledge about the use of 

technologies and digital games, and it was possible to see how much the pandemic accelerated, even forced, 

many times, the attempts and learning of new technologies by teachers. It was also noticed how essential the 

teacher's role is in the classroom, as mentioned by the participants' teachers.  

In addition, it was found that the teacher, through the planning of classes and activities, visualizing exactly 

where to insert digital games and technologies, has support tools in them, which will help to facilitate, engage 

and motivate students. in learning a new language. York, Poole and DeHaan (2021) state that if the vision of 

games transforming education is to be realized, and if the use of games in the classroom is to be normalized, 

this will be done by teachers. Thus, research must turn its focus to the language classroom and how educators 

can teach with games. Opportunely mentioned, studies and qualifications are of paramount importance for 

updating and practicing teaching. Holden and Nobre (2021) state that, as teachers, it is necessary to 

continuously develop, and it is the teacher's responsibility to keep up to date and learn more about the language 

and different teaching methods. According to the reports of the focus group, in addition to technology, teachers 

opened their horizons for qualifications, in search of new learning related to their teaching, as well as for 

technologies to help them with remote classes. 

   After this study, it is concluded that technology and digital games are extremely important tools to be 

used in teaching, including the English language. There are several impasses that hinder this progress in the 

classroom, such as schools without inputs and teachers without the necessary qualifications. However, there 

was a strong desire for change on the part of the teachers, for themselves and for education and teaching in 

Brazil. This will be a daily work to change this scenario.  

   In the event that students do not have access to the internet at school, it is possible to survey who has the 

internet and cell phone and/or computer at home, and make games available as homework. The teacher can 

monitor the student's performance in the activity, as well as review the points in which he/she had greater 

difficulty. In case the student does not have internet and/or cell phone, the school does not have internet and 

computer, it is still possible to play some games on the teacher's computer (with its shared internet), games that 

are for the whole group, that do not need cell phones. There are many possibilities, even with few resources. 

May the teacher continue to plant seeds in the lives of his students. If he can get one to flourish, he has 

accomplished a great achievement. 

   For future studies, it is possible to think about training through an English cultural immersion for English 

teachers, which addresses different types of digital games and technologies. In this opportunity, teachers 

practice the target language and learn new game platforms to apply in their classes. Studies and meetings with 

other teachers also help in sharing experiences and ideas. As well, new research about offline games, that could 

include all students, in classes or at home. Technology sometimes distances people, but if used in the right way 

and at the right time, it brings them closer, helps to relax, motivate and make things more interesting. 
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British Council (2021). Observatório para o Ensino da Língua Inglesa. Professoras e Professores de Inglês no Brasil: 

Retratos de uma Profissão a partir do Censo Escolar e do Censo da Educação Superior. São Paulo, Brazil. 

Carvalho, A. A., et al., (2020). Atas do 5 Encontro sobre Jogos e Mobile Learning. Coimbra, Portugal.  

Cruz, S. (2020). Atas do 5 Encontro sobre Jogos e Mobile Learning.  Coimbra, Portugal.  

International Conferences e-Society 2023 and Mobile Learning 2023

273
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ABSTRACT 

In today's modern age, digital technologies are an essential part of everyone's life, so students must learn to use them in 

primary school. The specific competences defined in the European Digital Competence Framework DigComp 2.1 (2017) 

are divided into six areas. The Ministry of Education of the Czech Republic has subsequently drawn on this document to 

add digital competences to its Framework Education Programme (FEP). For this reason, a research experiment was 

conducted in the context of primary school teaching, which included the design of several specific lessons. The aim of this 

experiment was to test the research question of whether online collaboration between students using the BYOD model 

would lead to the acquisition of the subject curriculum, as well as the acquisition of selected digital competences. Therefore, 

the aim of this paper is to present a design of a Geography teaching method in which students develop not only their subject 

knowledge but also selected digital competences, using the H5P application and the creation of a multimedia learning 

object, and to present the results of the research carried out. The paper includes a description of the individual lessons, the 

tasks set for the pupils and the methodology for the teachers. 

KEYWORDS 

Digital Competence, H5P Application, Multimedia Learning Object, Primary School 

1. INTRODUCTION 

Every school should prepare students for life in society. It doesn't matter what the individual is good at or what 

field he or she will pursue. Every person, without distinction, must be able to integrate into society. These 

skills, which are supposed to prepare a student for life in society, are called competences. In each culture, 

country or society, these skills may vary slightly, but the principle remains the same. Each individual must be 

able to communicate, for example, or to learn new things. Nowadays, these basic skills are being supplemented 

by a new competence, namely the mastery of digital technologies.  

In 2017, the European Digital Competence Framework DigComp 2.1 was published, summarising all the 

areas of digital competences that primary school pupils should learn. However, these competences should not 

be acquired by pupils primarily in Computer Science classes, but should occur across all subjects from 

Geography, to Humanities, to Mathematics or Physics. Many teachers, however, had and still have some 

problems with this area, not only because of their lack of experience with the use and integration of digital 

technologies into teaching or the actual manipulation of them, but also because some lack inspiration, an 

example of what digital technologies offer and what they can be used for in the classroom actively, but above 

all effectively. 

For this reason, we decided to create a lesson plan and test our research question, i.e. whether online 

collaboration between students using the BYOD model will lead to the acquisition of the subject matter, and 

at the same time to the acquisition of selected digital competences. For the purpose of the experiment, we also 

created a multimedia object that contains not only the assignment tasks for the pupils, but also short educational 

videos, sample solutions, but most importantly a detailed description of the teaching, which is divided into five 

lessons of 45 minutes each. This proposed lesson is intended for Geography lessons, but every teacher can be 

inspired by this proposal and create a similar form of teaching for their own subject, e.g. History, Mathematics, 

Physics, or Natural History. 
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The original intention was only to test the possibilities of engaging students in online learning and activating 

them during group work, which was a very topical issue in the time of covid. However, in the end, a 

comprehensive proposal for project-based learning was created, which can be easily used not only in online 

learning, but also in the traditional face-to-face form of teaching using the BYOD model. Thus, in this paper, 

we present the instructional design and the created multimedia object, which contains all the assignments for 

students as well as educational materials and develops selected digital competencies and subject matter 

knowledge of students. The proposed teaching meets the requirements set by the Ministry of Education of the 

Czech Republic and is based on the theoretical foundations of general didactics. The proposed teaching has 

also been practically tested at the second level of primary school in the Czech Republic. 

2. DIGITAL COMPETENCE 

As already mentioned, according to the DigComp Digital Competence Framework 2.1 (2017), digital 
competences can be divided into six different areas. Each area then contains several points that fall here. These 
areas are information and data literacy, communication and collaboration, digital content creation, security, 
problem solving and technological competences. As well as other competences such as learning, 
communicative or work competences, pupils need to acquire digital competences in all subjects in primary 
school. 

The proposed project-based learning is primarily designed to develop the areas of communication and 
collaboration, digital content creation, but it also develops information and data literacy and, of course, 
technological competences. As the titles suggest, pupils are to learn how to use digital devices to create files 
of various types, from simple text, to graphics and sound files, to videos or directly multimedia objects. They 
should also learn how to interact with each other and share different types of files using technology, as well as 
how to use digital technologies effectively to obtain different types of information, which they must be able to 
access critically, while respecting copyright when sharing this information. To acquire these skills, students 
must, of course, learn to operate the digital devices themselves and other necessary hardware and software, and 
be able to deal with a variety of technical problems. And, as with most activities in human life, there is a need 
for safety when working with digital technologies, both in terms of physical health (associated with, for 
example, excessive use of digital technologies) and mental health (which can be compromised by, for example, 
cyberbullying), and avoiding data loss and other attacks or computer viruses. 

3. METHODS 

In order to implement our intended research experiment, it was necessary to create a lesson plan, which we had 

to base not only on the RVP of Czech education, but also on many professional didactics, for example, Modern 

Teaching G. Petty (2013) and R. Čapek's Modern Didactics (2015), from which we had to draw information 

for the choice of appropriate methods and forms of teaching, the formation of groups, the motivational and 

final part, the evaluation of group work and the overall organization of the teaching. It was necessary to set a 

goal for the students to reach during the teaching, set a timetable and create a detailed methodology describing 

the individual tasks, group formation and the whole project-based learning. Most importantly, however, was 

to create a multimedia object that is the centre of all this project-based learning, see below. 

3.1 Application 

In the creation of the multimedia object, not only the text editor Microsoft Word was used, in which all the 

information had to be written, i.e. the assignments of the tasks and some teaching materials, but above all the 

methodology itself for the teachers. In the editing of the photographs, several graphic editors or applications 

used to work with photographs and other graphic objects were used. These were PhotoFiltre and the online 

tools Photopea and Polarr. The DaVinciResolve application, which is freely available for download but still 

offers professional video work at the level of applications such as Premiere Pro from the well-known Adobe 

company, was used to create individual video tutorials. The main part of the creation of the multimedia object 

took place in the H5P application. 
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3.1.1 H5P 

This is a web-based application that can be accessed from anywhere, but only with internet access. This 

application is used to create interactive materials that have great potential in teaching. Registration and use of 

the basic features of this application is available for free, but the full version, which contains a wide variety of 

different types of interactive content, is chargeable. New users can at least try the full version for free for 30 

days. Some of the files that can be created in this app include interactive images, videos, quizzes, books and 

much more. 

The advantage of this app is not only that it is very easy to use and learn for both teachers and students, but 

also that the resulting interactive files used in lessons motivate and awaken students' interest in the subject 

matter and contribute to greater understanding and retention of the material. 

For the purpose of the proposed project-based learning, a multimedia object (see below) containing text as 

well as images and videos was created in this application. The Image hotspots file type was used for this 

multimedia object. This file type works by placing a cover image, which can be anything from a photograph 

to an infographic. Subsequently, individual hotspots are inserted on top of this cover image, which then contain 

other files. This can be classic text (Figure 2), other images, or even a video (Figure 1), which can be uploaded 

directly from a computer, or by using a link from an existing video on the internet, e.g. from youtube.com. The 

user can then modify the appearance of these points, both in terms of colours and the symbol displayed on the 

points themselves. 

3.1.2 Graphic Editor 

The graphic editor was the most frequently used tool in the creation of the documents for the proposed  

project-based learning, for this reason not only one program was used. Three photo editing applications were 

used in turn, but each offered different functions that were needed for the final form of the photographs used. 

All the image material, especially the photographs used, was sourced in-house, so there can be no problem of 

copyright infringement. The resulting files are then licensed under CC BY-SA 4.0. 

In the first stage of the work it was necessary to use the online application Polarr, which is used to work 

with filters. This allows you to adjust the brightness, contrast, light, shadows, colour tone and so on in a given 

photo. In the second phase, the work was done with the PhotoFiltre application, which is available for free and 

works on a similar principle to other graphic editors, but the main difference is that this application does not 

allow working with layers and mask, which can have its advantages and disadvantages. If it was necessary to 

work with layers, another online application Photopea was used, which offers many interesting features, and 

its environment is similar to working in the well-known Photoshop from Adobe. The advantage of all these 

applications is their availability for free, their ease of use and the abundance of necessary features.  

3.1.3 Video Creation 

For better clarity and clarity, it was also necessary to create short video tutorials used to introduce the different 

applications that the students had to work with. Thus, three videos were created. One video introduces the 

pupils working with the H5P application itself, in which the pupils had to create their own multimedia object 

of the Image hotspots type. Another video focuses on working with a graphical editor, specifically working 

Figure 2. Clicked point with text Figure 1. Clicked point with video tutorial 
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with the PhotoFiltre application. This video explains the complete basics, which are the same for all graphic 

editors, so it would not be a problem if the students chose a different graphic editor for their work. The last 

video then introduces working in Windows' MovieMaker. This introduces the basic features that can be used 

to create a video. This program is used by most primary schools in the Czech Republic, but even here it would 

not be a problem if the pupils chose another program to create their own videos, as these programs are based 

on a similar principle. 

3.1.4 File Sharing 

The most challenging aspect in terms of preparation was to figure out how to communicate the created 

multimedia file to the pupils and to choose a file sharing platform for the pupils to work in during the  

project-based learning. The first method that was tried was to create a custom website using Google Sites, 

where all the necessary materials, the multimedia object and the final quizzes were placed. Unfortunately, a 

month before the practical verification of the teaching, technical problems occurred in this application and the 

multimedia object created there stopped working. The replacement solution was the Moodle application, which 

is widely used especially in Czech universities. In this application, a special course was created (Figure 3), 

which again contained all the necessary materials created for this project-based learning. Another great 

advantage is that students can access this course using the "guest login" function and do not need to create 

accounts. This course can be found at https://amos.pdf.osu.cz/moodle/course/view.php?id=424. 

Within the framework of the implemented teaching, the school itself was left free to choose the appropriate 

application for online collaboration between students, but it was assumed that the school would choose one of 

the two most widely used platforms for online learning in the Czech Republic, which are Microsoft Teams and 

Google Classroom. This school eventually chose Google Classroom, which the pupils were already used to 

working with and where all pupils had already created their accounts. 

3.2 Multimedia Object 

The multimedia object created is the core of the whole project-based learning. This multimedia object (Figure 

4) is divided into three parts. On the top right there are the assignments for all the tasks, the evaluation criteria 

for the whole project-based learning, tips that students can use to create their own materials, a final quiz and a 

Figure 3. Project entry in Moodle 
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questionnaire used to evaluate the designed project-based learning. At the bottom there are teaching materials. 

Some of the learning materials are text-only, some are in the form of video tutorials. On the top left there is a 

sample solution that students can use for inspiration when creating their own multimedia object. 

The main task of the students is to create the same type of multimedia object. Each group has to choose a 

suitable title image and creatively edit it. Each group must then place a text describing the location, several 

other images from around the location and a short video to serve as an advertisement for the location.  

3.3 Lesson Plan 

The entire project-based learning is designed to take five lessons. In each lesson, the students complete different 

tasks, which are interconnected, and finally combine everything into one coherent set using the H5P 

application. Throughout the project-based learning, working with shared storage and shared documents is 

important, with pupils working in groups all at the same time on a given task and saving the files they have 

created on the shared storage. Pupils are also able to choose which digital devices they use for their work, so 

that they can all use their own mobile devices, following the BYOD model. Our original lesson plan also 

included the inclusion of a field trip where students could use their mobile phones to take their own photos 

needed to create a multimedia object. Unfortunately, this plan had to be cancelled for organizational reasons. 

In the first lesson, the pupils are introduced to the whole project through appropriate motivation, which is 

an essential part of project-based learning. In this case, it was a situation where the pupils became employees 

of a travel agency for which they had to create advertising files for a selected location in the Czech Republic. 

The pupils were divided into groups by the teacher based on his experience with the class. In these groups, 

they then chose their own tourist area, about which they collected the necessary data using the Internet and 

wrote it down in a coherent form. This lesson was thus designed to acquire and deepen knowledge of the Czech 

language, Geography, but especially digital competences in the field of information and data literacy, digital 

content creation and technological competence. 

Figure 4. Multimedia object 
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The second lesson focuses on working with a graphic editor. Also in this lesson, the students had to find 

the necessary photographs and other visual material they wanted to work with, taking into account the respect 

of copyright. From the photographs obtained, the pupils had to create an introductory image, which had to be 

representative, and three other photographs to be used at different points in the multimedia file. In this lesson, 

the pupils again deepened their knowledge of Geography and skills in the digital competences of digital content 

creation, information and data literacy and technological competences and now also their knowledge of 

Computer Science. 

In the next lesson, pupils followed the same process. This time, however, they created their own 

promotional video, for which they could use both photographs and other short videos. 

The following lesson is dedicated to map work. Now the pupils were asked to explore the area around the 

monument using online maps and to create their own map with important places such as a bus stop, a parking 

lot, a restaurant or important landmarks of the area. In this lesson, in addition to specific knowledge about the 

area, pupils were also acquiring general knowledge of Geography, specifically cartography. Again, they were 

deepening their digital competences.  

In the last lesson, the pupils were given the space to complete the whole project, inserting the individual files 

into the H5P application and creating the final Image hotspots file. The main part of this lesson, however, is 

the presentation of each pupil's work, which each group has to present to the other pupils and introduce them 

to the site. In the last part of the lesson there is a space reserved for discussion of the results of the group work, 

feelings, impressions, knowledge gained, etc. After this discussion, the pupils then fill in the quizzes that they 

could have prepared for the others during the project-based learning, but if they did not manage to create these 

quizzes, they can use the already prepared quizzes (Figure 5), which focus on the general knowledge that the 

pupils should have acquired during the project-based learning. 

Figure 5. Review questions and quizzes in Moodle  

 

 

 

 

 

 

 

 

 

Figure 6. Sample solution in Moodle 

 

Thanks to the Moodle course, the pupils had at their disposal at all times a multimedia object which, as 

already mentioned, contains detailed assignments for all the tasks, a proposal of possible topics, sample 

solutions (Figure 6), criteria for evaluating group work, quizzes and detailed instructions, hints and tips.  
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4. RESULTS 

After the practical verification of the proposed project-based learning, the students were asked to fill in a 

questionnaire to determine the effectiveness of the proposed learning. In addition to this questionnaire, the 

teacher who had implemented this teaching was asked to evaluate the proposed teaching and his/her 

professional opinion on the course and results of the teaching. 

The questionnaire contained thirty-two questions, which were divided into four thematic headings on 

questions related to group work and the chosen topic, acquired knowledge in the field of Geography, Czech 

language and digital competences. 

The results of the questionnaire show that 66.7% of the pupils perceived the atmosphere in the groups as 

rather pleasant, which is always important for the pupils to acquire the necessary knowledge and skills. The 

involvement of all group members was perceived differently by pupils. 83.4% of pupils were satisfied with the 

involvement of other group members, but less than 20% were not satisfied with the involvement of other 

members. Overall, the results of the survey show that pupils enjoyed working in groups, but at the same time 

had some problems with it, which may be due to the fact that pupils do not work in groups very often in this 

class. In terms of the topic, 80% of the pupils liked the topic, 15% of the pupils would have preferred a topic 

focused on zoology and 5% of the pupils were not interested in the topic. The chosen topic thus contributed 

again to a higher motivation of the pupils due to this high popularity. 

On average, 75% of the pupils found the materials comprehensible, but the majority of pupils (83.3%) 

turned to their teachers or found the information they needed on the Internet. The overall success rate for group 

work and final quizzes was greater than 70%. For the quizzes, pupils were on average 75% successful and for 

the individual assignments, pupils were on average 79% successful. The success rate of the designed instruction 

was on average 6% higher than the learning outcomes of the class in the regular instruction. 

All pupils (100%) agreed that they had gained new knowledge in Geography, both in cartography and 

within individual geographical locations. Half of the pupils (50%) also reported that information relating to 

copyright was new to them. Pupil responses varied in the area of Computing and Digital Competence, with 

each pupil learning something different. Some pupils learnt how to share files, others learnt how to search the 

internet, some pupils improved their skills in using a graphic editor, and other pupils improved their skills in 

video production. 

The teacher who participated in the implementation of the proposed project-based learning evaluated the 

proposed learning rather positively. From his point of view, the pupils were most interested in the creation of 

the video, although this activity was the one that caused the pupils the most problems. He was very positive 

about the H5P application, which he found simple and intuitive. In his opinion, working in this application 

motivated the pupils. The teacher evaluated the created multimedia object as understandable and the  

project-based learning as suitable for the chosen age category of pupils. Compared to the usual way of teaching 

(in the case of this teacher, without the use of digital technologies, mobile devices and online collaboration 

between pupils), the proposed way of teaching was more motivating and the pupils were more actively involved 

in the lesson, which generally contributes to a deeper understanding of the curriculum. In his view, the proposed 

teaching fulfilled its purpose, as the pupils acquired the necessary knowledge in Geography, Czech language 

and Computer Science, but especially in the area of digital competences. 

5. CONCLUSION 

The aim of our research was to find out whether online collaboration between students using the BYOD model 

would lead to the acquisition of the subject matter, as well as the acquisition of selected digital competences. 

To this end, we created a learning design together with a multimedia object that was intended to develop 

selected digital competences of the students together with the specific subject material. Thus, based on the 

results of our scientific experiment, it can be said that the designed teaching met the set objectives and online 

collaboration between students is possible and leads to the development of selected digital competences 

together with the subject knowledge, while offering effective cross-curricular relationships. Thanks to data 

sharing, pupils could work from their own mobile devices, not only at school but also at home, but especially 

all members of one group at the same time, which made this group work more effective. 

International Conferences e-Society 2023 and Mobile Learning 2023

281



In this paper, a lesson plan designed for teaching Geography at the second level of primary schools was 

presented, but it can also be used as a general model for teaching any subject, whether it is Physics or Civics. 

And if the possibilities of the school or the organisation of the lessons allow it, the pupils can go on a trip and, 

thanks to the work with their own mobile device, take their own photographs as a basis for their work. 
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ABSTRACT 

The purpose of this mixed method research study is to describe the experiences of faculty and students in post-secondary 

education institutions as they shifted to remote education at the start of the COVID-19 pandemic, and to understand these 

experiences in the context of previous research about pre-pandemic remote or mobile education. One hundred and two 

participants in the study include full-time and adjunct faculty, undergraduate and graduate students. A convergent mixed 

method survey queried about participants’ demographics, mobility experiences in terms of frequency of access to 

technology and a suitable learning/teaching environment and usefulness of various web and video conferencing and 

Learning Management Systems (LMS) tools to support education in this format. The findings indicate that on average, 

faculty and students report positive experiences, especially for participants who had prior involvement with online 

education. Qualitative data highlight challenges associated with access to technology, managing the out-of-classroom 

physical environment and balancing personal and education responsibilities at the time of the pandemic outbreak. These 

results have implications that may be relevant as the world of education evolves, applying lessons learned during the 

pandemic. Resource allocation, training faculty in remote education pedagogy and providing infrastructure support for 

students to improve mobile education experiences are crucial for success in the new normal world of higher education.  

KEYWORDS 

Emergency Remote Education, Mobility in Higher Education, Faculty and Students Experiences 

1. INTRODUCTION 

The COVID-19 pandemic is entering its third year, and its impact on higher education has been significant 

(Robinson-Neal, 2021). The sweeping mandatory shift to emergency remote education in March of 2020, 

forcing the world of education to quickly adapt to a mobile learning mode, has presented multiple challenges 

for students and faculty. Research emerging about the experiences of faculty and students during the pandemic  

reveals obstacles ranging from varying computer literacy levels, limited accessibility to mobile learning 

technology (Onyema et al., 2020), and adjustments in pedagogy and learning styles (Berger, Mallow & Tabag, 

2022). While some studies found no significant differences in students’ academic performance after the 

emergency shift to an online learning environment (Barletta et al., 2022), others noted that students required 

additional support in order to successfully navigate this change, such as more frequent communication with 

professors, extension on due dates and encouraging dialogue among students (Basford, 2021). Likewise, 

instructors have reported challenges in adapting to online teaching and emphasized the importance of adjusting 

expectations and reexamining goals (Ross & Disalvo, 2020).  Yet remote education has existed long before the 

pandemic. During the half decade preceding the pandemic, nearly three quarters of all public, private, and for 

- profit institutions of higher education have been offering online courses and full online programs (Calderon 

& Sood, 2018). There is a wide body of research about remote learning experiences that highlights the 

following challenges, to name but a few: students’ acculturation to remote learning especially in regards to 

technology-related interruptions and distractions (Cilezis, 2015), institutional infrastructure needed to support 

successful remote learning (Snow et al., 2018), preferred modes of communication (Snow et al., 2018) and 

students’ reduced sense of social connectedness in remote education (Irani et al., 2014; Stewart et al., 2011). 

At the same time, the literature offers evidence of positive outcomes of remote learning including higher 

student satisfaction, and grades (Ling, 2017; Simon, et al., 2014), decrease in teaching costs, and the role of 
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mobility in enhancing integration of social, family, and personal life with education, along with an increase in 

students’ active participation and empowerment (Gonzalex-Yebra, 2019). However, these findings may or may 

not apply to an emergency shift to remote education during tumultuous times such as the pandemic. Therefore, 

the purpose of this article is to describe the experiences of faculty and students in post-secondary education 

institutes during the emergency shift to remote education, thus adding the body of knowledge on what is 

becoming an increasingly wide, and possibly a permanent format, of higher education (Yeigh & Lynch, 2020). 

We hope that results of this study will contribute to a better understanding of the challenges and advantages of 

remote education during an emergency state and how pre-pandemic knowledge about remote learning may 

have been useful when adjusting to the increased mobility in higher education. 

2. METHODS 

2.1 Sampling and Participants 

The target population for this study is comprised of faculty and students in post-secondary education, who, due 

to COVID-19, experienced an abrupt shift to emergency remote education during the spring semester of 2020. 

A random sample was obtained through recruitment via the first two authors’ professional organizations in the 

United States. One hundred two participants include full-time and adjunct faculty, undergrad and graduate 

students. Table 1 illustrates the sample characteristics.  

Table 1. Participants’ characteristics 

Gender Distribution  Among All Participants 

Female Male 

91% 9% 

Ethnicity Distribution Among All Participants 

White Hispanic Asian Black 

60% 14% 10% 6.5% 

Average Household Income Range 

Undergraduates Students  $70,000-79,000 

Graduate Students $90,000-99,000 

Faculty $100,000 – 149,000 

  

2.2 Instrument 

This study utilized two mixed-method surveys, designed by the first two authors for the purpose of this research 

project.  The two surveys were geared towards investigating the respective experiences of students and faculty 

after the shift to remote learning in March 2020. Although the language of some items differed between the 

students and faculty surveys, to reflect learning vs. teching experiences, the two surveys covered the same 

content areas. The parallel in the surveys’ content allowed for evaluating teaching and learning experiences in 

relationship to similar aspects of the emergency shift to a remote education environment. The surveys consist 

of 5 content areas, each: Section A asked a few demographics questions to gain a better understanding of who 

our participants are. The rationale for the items in this section was to provide context within which we could 

interpret data about students and faculty experiences in relationship to Socio-Economic-Status (SES), ethnic 

diversity, and previous experience with the online educational environment. Section B asked students and 

faculty to rate the frequency with which they were able access technology learning and teaching tools  

(e.g., desktop computers, laptops, Ipads) during the spring or summer 2020 semesters.  Items in this section 

utilized a 3-point ordinal sale response option, ranging from daily access to no access.  The purpose of this 

section was to investigate the respective variability in students’ and faculty’s access to technology when they 

were not able to rely on school-based devices.  
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Section C asks students and faculty to rate the frequency with which they were able to access a suitable 

learning and teaching environment, respectively, during the spring or summer 2020 semesters. Items in this 

section addressed access to suitable place to join or teach online class as all as access to a suitable place to 

study or do homework (student survey), or prep classes and grade papers (teachers survey). The rationale for 

this section was to investigate students’ and faculty’s access to a physical environment from which to engage 

in remote education during campus closure.   

Section D asked students and faculty to rate the helpfulness of web conferencing tools, including Learning 

Management System (LMS) features, in learning and teaching, respectively. Items included web conferencing 

tools such as webcam, break out rooms, as well as other online pedagogical tools such as online exams and 

assignments, and course digital communication applications such as emails and announcements. Items in this 

section utilized a 4-point ordinal scale response option, ranging from not at all helpful to very helpful. The 

purpose of this section was to gain an understanding of the degree to which various online tools contribute to 

learning and teaching.  

Open ended questions followed each set of the quantitative questions in sections B ,C, and D, inviting 

participants to add comments on their accessibility to technology, suitable environment and helpfulness of 

online teaching and learning tools.  

Finally, section E comprised of open-ended questions about motivation for learning/teaching during the 

COVID 19 pandemic, and general life experiences during the pandemic. The purpose of this section was to 

allow participants to share general reflections on the pandemic in order to gain a wider context for a deeper 

understanding of participants’ experiences during the shift to emergency remote learning and teaching. 

However, data from section E are not included in the current analysis and will be reported in future papers. 

2.3 Procedure 

This study was approved by the first author’s University’s Institutional Review Board, under an exempt 

category. A link to the survey utilizing the Anthology platform was included in a recruitment email distributed 

via the respective professional national listserv the first two authors are members of. The survey was available 

for a period of 4 weeks in the summer of 2020, during which two reminders were posted on the respective 

listservs.   

2.4 Data Analysis  

Quantitative data about faculty and students’ access to technology and a suitable environment and their 

respective rating of web-based learning and teaching tools helpfulness were analyzed using descriptive 

statistics.  T tests and two-by two factorial analysis was used to compare faculty and students’ responses to 

items within these dimensions. Pearson correlation was used to examine the relationship between faculty and 

students’ rating of their experiences along the various dimensions, and the rating of participants’ overall 

teaching and learning experience during the emergency shift to remote education.  

The constant comparison method (Grinnell, Williams, & Unrau, 2019) was used to analyze participants’ 

comments on their experiences within each dimension of the survey. 

3. RESULTS 

3.1 Access to Technology Tools and a Suitable Learning and Teaching 

Environment 

On average, faculty reported regular access to computer technology for teaching (M = 1.03, SD = .17). On the 

other hand, students had more difficulties accessing technology for learning. On average, students reported that 

they had only a somewhat regular access to technology tools (M = 1.63, SD = .56). Access to a laptop was most 

frequent (M = 1.04; SD = .28), whereas access to a desktop computer was least frequent (M = 2.03, SD = .96).  

On average, faculty and students reported they had regular daily access to a suitable environment from which 
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to prep classes, teach, do homework and join classes. Analysis of Variance revealed that level of household 

income did not differentiate among levels of students’ and faculty’s frequency accessing technology and a 

suitable environment for earning and teaching.  

3.2 Helpfulness of Video or Web Conferencing Tools 

On average, students reported that web conferencing tools were moderately helpful to learning (M= 1.55,  

SD = .50). Virtual white board, audio, chats, and share screen were the most helpful tools for learning. 

Interestingly, while faculty reported regular use of video or web conferencing technology in teaching,  

(M = 1.03, SD = .17), faculty’s use of the type of tools varied. In fact, some faculty did not use the very tools 

that students found to be most helpful in learning.  Students reported that nearly 19% of their professors did 

not use the virtual white board and nearly 7% of the professors did not use the chat tool. On the other hand, 

students reported that all their professors used the share screen tool. Faculty members reported that, on average, 

web conferencing tools were moderately helpful in teaching (M= 1.53; SD = .53).  Faculty reported that screen 

share was the most helpful in teaching (M= 1.09, SD = .40), while breakout rooms were least helpful in teaching 

(M= 2.6; SD = 1.15).  

3.3 Helpfulness of LMS Tools 

On average, students reported that Learning Management System (LMS) tools were moderately helpful in their 

online courses (M = 1.54; SD = .49). Students reported that use of emails, course content posted online and 

online exams were very helpful in the online courses. On the other hand, blogs, journals and announcement 

were rated as only moderately helpful in the online courses.  It is interesting to note that while announcements 

were considered only moderately helpful in the online course, 99% of the students reported their professors 

used this tool.  On the other hand, all, or most of the students, reported their professors communicated with 

them by email (100%),  posted course content online (99%), and used online exams (96%), all of  which 

students found to be very helpful in their online course. Ninety seven percent of faculty reported using LMS 

tools in their remote classes. Posting course content on the LMS was rated as most helpful in teaching  

(M = 1.06, SD = .24), while blogs were rated as least helpful (M = 2.56, SD = .88).  

3.4 Overall Teaching and Learning Experiences During the Shift to Emergency 

Remote Education 

On average, both students and faculty reported their respective learning and teaching online experience was 

good (M students = 1.87, SD = .87; M faculty =- 1.82, SD = .63). 

A two-tail independent  T test revealed significant differences in overall rating of online teaching and 

learning experience between faculty and students who did and did not have previous experience with online or 

blended courses (t faculty = -3.3 (32), p = .002; t students = -.2.06 (52), p = .045). For both faculty and students, 

those with previous online involvement reported a better experience during the emergency shift to remote 

education environment. A two-tail Pearson correlation revealed that students’ overall rating of their online 

learning experience is positively correlated with their frequency of accessing a suitable environment, (r = .362 

, p = .007) but not with their frequency of access to technology (r = .142 , p = .315). Even so, only 13% of 

students’ overall online learning experience was explained by their access to technology.  On the other hand, 

students’ overall rating of their online learning experience is positively correlated with their rating of web 

conferencing tools and LMS tools helpfulness to learning. Students’ rating of web conferencing tools to 

learning explains 19% of the variability in their overall online learning experience (r = .44, p = .002). Students’ 

rating of LMS tools helpfulness to learning explains 28% students’ overall rating of their online learning 

experience is positively correlated with their (r = .530, p = .000).  A two-tail Pearson correlation revealed that 

faculty’s rating of the overall online teaching experience was not associated with either frequency of access to 

technology (r = -.232, p = .186) or with access to a suitable place to teach (r = .252, p = .150).  similarly, no 

correlation was found between faculty’s rating of the overall online teaching experience and faculty’s rating  

web conferencing tools helpfulness to teaching (r = -.283, p = .111) , or faculty’s rating of LMS tools 

helpfulness to teaching (r = .025, p = .890). 
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3.5 Comments on Emergency Shift to Remote Learning 

Students and faculty were invited to comment on their respective experiences accessing technology, a suitable 

environment, helpfulness of web conferencing and LMS tools. A constant comparison content analysis yielded 

348 units of meaning, which have been coded and grouped into 17 categories. These yielded five themes that 

reflected both negative and positive experiences. Table 2 illustrates the results of this analysis.  

Table 2. Content analysis of students’ comments 

Themes Categories Select Units of Meaning 

The basic components of remote 

learning 

Place “studied from Home” 

Web conferencing tools or features “zoom”; “ recorded lectures” 

Device type Mentioned “personal laptop”; “my phone” 

Financial considerations “needed a new laptop but could not 

afford it”; 

Challenges in remote learning Interruptions in the learning 

environment 

“hectic”; “less noise” 

Input/say over the environment   “I enjoy…that I can control my 

environment’s noise” 

Personal circumstances interference 

with the learning environment 

“it can be hard with my family and 

dog around” 

Web conferencing tools interference 

with learning experience 

“We had some ghosts appear in our 

classes through zoom”; “We could 

not access some of the video 

materials” 

Device-related experiences “mine did not have the right 

camera”; [computer] very slow” 

Connection issues “Internet was sometimes a problem” 

Positive experiences in remote 

learning 

Positive experiences in the 

environment 

“without the interruptions 

encountered in the classroom” 

 Web conferencing tools contributing 

to learning experience 

“Zoom was  very helpful during 

lectures”; “Classes were clear using 

web conferencing” 

Positive experience “had no issues”;” The technology 

was easy to access” 

User’s input/contribution to remote 

education 

Input/say over the environment   “once I developed a routine of 

classes…I found a good balance” 

Faculty/administration management 

of web conferencing tools 

“Professor had class room noise 

under control”; “The breakout rooms 

need to be led by an instructor” 

General reflections on remote 

learning 

Perspectives on others’ experiences “I have talked with others about 

their online sessions, and …they 

have a harder time focusing on their 

classes” 

General reflections on web 

conferencing tools 

“the experience felt similar to 

attending class in-person”; “ I think 

it was an adjustment for everyone” 

 Reflections on technology and 

learning 

“different type of learning”; 

“prerecorded lecture were helpful”; 

zoom classes should be an option in 

future; regardless of covid 19” 

3.5.1 Challenges Associated with the Emergency Shift to Remote Education   

Students discussed challenges such as managing out-of-classroom learning environment, financial hardship 

due to cost of devices or software needed for their remote classes, and balancing personal and educational 

responsibilities while accessing classes from home. Students described how positive or negative management 

of web conferencing tools by faculty and administration has contributed to, or detracted from, their remote 

education experience. For example, students commented that the quality of the remote classes depended on the 

professors’ grasp on the use of the technology and on the tools provided to the faculty by the university. 
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3.5.2 Positive Experiences Associated with the Emergency Shift to Remote Education  

Students commented on the enjoyable aspects of remote learning (e.g., preferred way of learning, peaceful 

without the interruptions typical to the in-person class environment). Students explained how web conferencing 

tools helped their learning (e.g., tools gave students the information they needed, prerecorded lectures were 

helpful because students were able to review them as their convenience). Finally, students noted how important 

it was for them to have a say in regards to their learning environment, such as controlling their space and 

preferring to study from home.  

4. CONCLUSION 

The purpose of this study was to describe the experiences of faculty and students during the COVID-19 

emergency shift to remote learning. Unlike some of the previous research on adjusting to the emergency remote 

education, the current results suggest faculty and students had positive experiences, with no significant 

difficulties in adjusting to the use of LMS and web or video conferencing tools. However, while faculty 

reported no difficulties accessing the technology needed for remote teaching, students had some challenges 

accessing technology needed for remote learning.  

Neither faculty nor students reported difficulties accessing a suitable environment for teaching and learning. 

However, environment, not technology access, has emerged as a correlate of students’ experience in the remote 

education, highlighting a challenge of mobile learning that is relevant for students, but not for faculty. 

Interestingly, SES did not differentiate in frequency of access to either technology or environment, suggesting 

this may not be a factor of finances but rather of lifestyle. Possibly students’ living arrangements (dorm rooms, 

shared apartments etc.) are less conducive to learning outside of the traditional classroom. Indeed, qualitative 

data revealed more nuanced students’ experiences, highlighting challenges managing the learning environment 

and the cost of devices needed for remote learning.     

 Interestingly, positive experiences were associated with previous involvement with remote education, 

suggesting that the prevalence of pre-pandemic remote education helped faculty and students to adjust during 

the COVID-19 emergency shift. Consistent with Gonzalex-Yebra, 2019, the current findings indicate that 

students appreciate having greater say in their educational environment.  Similar to findings by Snow et al. 

(2018) There were some differences between faculty and students in terms of  preferred features of  LMS and 

web conferencing tools, but in general faculty and students found these tools to be helpful.  Consistent with 

Snow et al., (2018), institutional support has emerged as an important factor impacting the quality of faculty 

and students’ experiences during the shift. Thus, unique mobile learning advantages and challenges that are 

evident in the pre-pandemic world, have also emerged  during the emergency shift to this modality, suggesting 

that such advantages and challenges are typical in the mobile learning environment regardless of the 

circumstances that prompt choosing this education model.  On the hand, the current findings did highlight 

pandemic-unique challenges for students, such as having to balance educational with personal responsibilities 

during a health emergency situation. 

The current findings have important implications that may be relevant as the world of education evolves to 

reflect greater mobility in higher education. Faculty should consider attaining certification in online education 

and attending regular classes to enhance their online teaching skills. Universities may want to consider 

requiring this as a professional development opportunity for faculty.  Pedagogy must take into consideration 

students’ preferred modes of communication to enhance effective connectedness in the mobile education 

environment.  When students begin their orientation at a university, more education on the learning 

management system should be given so students are prepared, especially in unforeseen circumstances such as 

a pandemic or another emergency. Resource reallocation may be needed to support successful mobile education 

and meet emerging needs of faculty and especially of students, such as providing students with appropriate 

devices and access to technology. Special attention should be paid to pedagogy and resources that support 

students learning in the mobile environment, taking into consideration students’ appreciation for more control 

of their learning environment on the one hand, and the challenges students face in accessing a suitable learning 

environment outside of the traditional classroom. Experts in remote education design should be added to a 

university Information Technology team to facilitate effective use of technology in teaching and learning.  
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The mixed method design used in this study was a strength in that it allowed for richer data, expanding on 

both students and faculty perspectives.  However, the study is limited in that the sample is small and insufficient 

in scope since recruitment has taken place mostly in the northeast region of the United States. Many of the 

faculty and students were from two disciplines only (nursing and social work). Therefore, it is difficult to 

generalize the results of this study. Future studies should include faculty and students from across the country, 

and possibly internationally, and from varied disciplines to deepen the understanding of faculty and students 

experiences in remote education and its implications in the increasingly mobile world of academia.  
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ABSTRACT 

The Edu-social Algorithm research project aims to construct a micro-pedagogical, experimental, digital research action to 

create a methodological model using the functions and algorithms found in social media used by Generation Alpha 

(specifically Instagram). The project is the manifestation of an explorative research path seeking to alter the algorithms that 

form the basis of all the major platforms in current cyberspace, and in “Big Tech”. This alteration is possible through the 

development of a community of virtual practice, consisting of students and faculty working within Instagram through an 

interactive approach, to take pedagogical advantage of their mobile phones and apps. The qualitative results show a series 

of media-educational content evidencing the pedagogical potential of the social media platform Instagram, and the 

possibility of reproducing the developed methodological model. The relationships between digital education, social media, 

and active learning are the prevalent components of this work. Along with these main aspects, this research will also treat 

the relationship between educational reciprocity and the ownership of knowledge, though the goal of the research action is 

not only to create a digital methodological model, but a community of virtual practices founded on the approach derived 

by the didactic strategies intrinsic to the Edu-social Algorithm. The practical aspect of this research involves a target group 

of classes in the final year of middle schools, reaching a total of 98 students and 57 teaching faculty, participating in the 

Edu-social Algorithm across seven classrooms in three different schools in Palermo (Italy). The students in the experimental 

classrooms showed, compared with the control classrooms which followed a traditional model, the possibility of learning 

through social media and improving one’s own scholastic performance, intentionally leaving smartphones on in the 

classroom, when used in conjunction with educational strategies designed for healthy smartphone use in teaching and 

learning.  
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1. INTRODUCTION 

Automated thinking was made possible by procedures known as algorithms. In information technology, the 

algorithm is a basic concept. Unlike equations, which have one result, algorithms limit themselves to recording 

the process for solving a problem (Foer, 2018). They are made up of a series of instructions that regulate and 

facilitate the at-times chaotic digital activity of human life. Over the years, the term has extended beyond the 

confines of information technology, accumulating new meanings for understanding and expressing simple and 

complex actions. Inspired by mathematics, today algorithmic thought is easily converted into a useful practice 

of organizing actions and ideas in order to behave according to certain determined standards. Education might 

be treated as a problem needing translation from the conceptual to the practical. Algorithms can allow, through 

a series of automatically ordered options, a person’s process of discovering ideas aiding their own growth. 

Exploring the vocabulary of information technology inspired and became the foundation of, the general  

hypothesis guiding the reflections in this pedagogical research. This project looks to the future, but the results 

are largely grounded in the daily post-modern reality of constant technological inter- and hyper-connections. 

For a list of instructions to be considered an algorithm, only the following requisites must be satisfied: 
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completeness: every algorithm must be complete, meaning that each instruction must be able to be executed in 

a finite time and number of times; generality: every algorithm must provide the solution for a category of 

problems: at the same time, it must be applicable to any group of data and must produce results; non-ambiguity: 

each step to be followed must be defined distinctly, without paradoxes, contradictions, and ambiguities. 

Furthermore, these steps must be elementary, that is, unable to be broken down further; able to be understood 

in a direct and unambiguous by the executor, whether human or artificial; and completed in a defined time with 

an unambiguous result (Palladino, 2020). The algorithm tool which follows (figure 1), named Edu-social 

Algorithm, was built following these criteria. The end goal is to accompany students in forming a community 

of virtual practice called Edu-social Algorithm. 

 

 

Figure 1. Algorithmic tool for the application of Edu-social Algorithm 

There were two fundamental components of this research-action. On the one hand, pedagogy, to try and 

understand how the methodologies in education studies are responding to the new complexities of cyberspace. 

For this research, we adopted a heuristic-experimental research perspective of content and action, taking into 

account the significant pedagogical factors in Generation Alpha’s educational experience thus far, and going 

beyond traditional, ready-made models of in-person and virtual education. The main objectives of the  

research-action were: 

• to verify the pedagogical validity of social networks as media-educational tools; 

• ideate, plan, and develop a community of virtual practice called the Edu-social Algorithm; 

• to educate on a healthy use of social networks, when seen as tools functioning for students’ 

scholastic performance and teachers’ sense of self-efficacy. 

2. CHOOSING A TARGET: GENERATION ALPHA AND DIGITAL 

LAUNCH 

We can already see glimpses of education’s future in how and where Generation Z spends its free, social, and 

alone time. Today, no adolescent does not have at least one tech device in front of their eyes, on their wrist, in 

their ears, or in their pockets (Gheno & Mastroianni, 2018). The next generation, Generation Alpha, affirms 

this picture even further. The psychologist Lancini in an interview with ANSA (2020) defines it as “the first 

generation that perceives technology not only as a means but as an integral aspect of existence. Raised with a 

tablet and a cell phone always right there, they are the children of parents who invest a lot of time, resources, 

and care in their education.”(https://www.adviseonly.com/economia-e-mercati/economia-politice-e-
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societa/largo-alla-gen-alpha-veri-nativi-digitali-e-con-unanima-green/). The kids of this generation are digital 

native speakers, with digital-speaking parents who understand the potentials and risks of the Internet and its 

ways. The digital world has influenced the last thirty years of human life. Since the 2000s, the Internet has 

connected a large portion of the global population, with a computer or smartphone, creating the feeling that the 

risk of potentially unbearable individual isolation has been eliminated. According to the report Digital 2018: 

global digital overview from Global Annual Digital Growth, “Big Tech” has five billion registered users around 

the world, of which more than three billion are exclusively social mobile.  

The landscape in Italy is no different, and follows the international trend of an exponential growth in the 

use of the Internet and various social media. Surveys from We Are Social and Hootsuite show that 57% of the 

Italian population is active on social networks. L’Atlante annuale dell’infanzia a rischio (Annual Atlas of 

Childhood at Risk), edited by Treccani in 2016 and born from the work of Save the Children Italy, analyzed 

the social fabric of youth and reported on numbers regarding minors in Italy: in 2015, more than one out of 

three minors surfs the internet every day (38.6%). In a sample of one thousand minors between the ages of 

twelve and seventeen, almost everyone (95%) has a profile on at least one social network. The average age for 

owning a first smartphone has lowered every year since 2001, reaching age eleven in 2017. A pre-teen owns 

at least one device that connects to the internet. These digital natives seem to use the internet mainly to stay in 

contact with their peers, through instant messaging platforms like Whatsapp, Messenger, or Telegram. Many 

of them know how to independently update their own Facebook and TikTok profiles, add stories and photos 

on Instagram or Whatsapp, and look for new friends in the hopes of feeling understood, appreciated, seen, 

desired, validated with an extra like or message (Castiglione et al., 2018). The psychologist Lavanco (2021) 

observes how children today are born in the world of the possible. With the excess of choice comes the risk of 

dependence. But what determines that behavior? Narcissism and the importance of being aesthetically 

affirmed. The need to think of oneself as the strongest, or best, representation of a particular quality, reinforcing 

natural pre-teen inclinations: to be totally perceived or to disappear completely. Pre-teens and adolescents live 

in a social media world of appearance and perception, based on images, and it allows for the capacity to seduce, 

to show one self, expose onself, or behave in extreme ways to attract others: for followers. Another collateral 

effect, notes Lavanco, is anxiety combined with a widespread lack of language for emotional expression, 

confusing emotions and roles in the adolescent mind. It is a time when the adolescent cannot distinguish 

between love and friendship, parents and friends, teachers and parents. On social media, this confusion 

manifests as a collective incapacity for understanding emotions. This is also the result of lacking and inadequate 

digital education, which should be guided by adults, working alongside young people, to develop the way 

together. The pedagogical experience should be seen as a collaborative one, a way to recognize one’s own 

limits and potential.  

Today, the algorithm holds a central place in our lives, involving our emotional plane and changing our 

decision-making processes (Nowotny, 2022). In the last few years, new and ever-more sophisticated systems 

of artificial intelligence have been developed, and not just for social media. As already discussed, the algorithm 

has become one of the basic tenets of information technology and artificial intelligence, but originally it was 

not a purely scientific concept. An algorithm is first and foremost a system, and skills, calculation, and 

creativity are needed for that system work correctly. Algorithms have always been considered precious, but 

technological progress has rendered them even more efficient and, at times, risky. Machine-learning has made 

these systems even more powerful, overthrowing the scientific method, as the designs emerge from data and 

correlations, rather than being guided by hypotheses (Foer, 2018). Depending on how they are used, algorithms 

can present amazing feats of logical reasoning, make life on the internet easier, allow old friends to reconnect, 

locate the book you were desperately trying to cite, find a way for enriching learning, or introduce a work 

opportunity that could set the digital user on the path to their future.  

Recent research commissioned by BNP Paribas Cardif and conducted by Friendz, Technological, Inclusive 

and Green: Welcome Generation Alpha! (2020) helped show certain significant aspects of the generation of 

children born after 2010. Some of the most representative data in this research on technology shows a deep 

relationship to social media. “According to reports from parents, 62% of children begin using technology 

before age 5; a percentage which is trending upward each year, showing that the age of initial exposure to 

technology is consistently lowering. As expected, children mainly use smartphones (62%) and tablets (55%). 

Further, 53% can claim exclusive ownership of at least one device, even if only 9% has complete autonomy in 

using it, while 45% are always under parental control and 46% sometimes under parental control when using 

devices. What do they use them for? To play (50%), to watch videos or cartoons (21%), but some also use it 

for school (10%)” (BNP Paribas Cardif, 2020).  
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This research gives a first look at understanding the undeniable value and impact of technology in the lives 

of pre-adolescents of this generation. Knowing what the world was like before the technological revolution 

allows for a critical view of the present. But there is a risk of a “nostalgic pedagogy” that could condition our 

response to the new demands that education is being called on to confront. (Lavanco, I social e le dipendenze, 

from the cycle's online seminar “In trappola nella rete”, 2021). We must adapt to the speed and rhythm of this 

technological evolution, and its many changes. With this perspective, the algorithm can be seen as a useful tool 

for working in educational contexts, in-person and virtual. The meaning of algorithm has grown far from the 

definition given to it by the Persian intellectual Muhammad Ibn Musa al-Khwarizmi. Over the course of the 

last few years, the term “algorithm”, thanks to social media, has become part of colloquial language. App 

developers and tech engineers consider an algorithm a tool that is able to select, from among thousands of 

possible combinations, a “ranking” of the content that the user sees as soon as they login to their account. This 

model is created based on data freely offered by users whenever they search, comment, share, like, or even talk 

about something near a device connected to the internet. It is a sophisticated facilitator of content, able to sift 

and sort notifications that might be interesting to millions of users with social media accounts. It is a filter of 

knowledge that adapts itself to the user’s interests, and at the same time triggers new interests based on its 

programmers’ intentions (Cappello, edited by, 2020). 

These considerations brought forth the Edu-social Algorithm project’s general research question: is it 

possible to use smartphones, and to adapt social media algorithms for media-educational purposes? 

In this first experiment 7 classes, 98 students, and 57 teachers were reached, through carefully created social 

media accounts with the usernames Edu + first name + last name, used by all involved participants (students 

and faculty) across three different middle schools in Palermo, located in neighborhoods deemed at risk for poor 

education and high dropout rates. The collective creation of new accounts by the project participants was the 

launch of this experiment for a community of virtual practices. This community uses algorithms and has a 

pedagogical focus. It is activated by educational and didactic content uploaded and shared by connected users 

in a virtual space within Instagram, and aims to promote a positive change in the teaching and learning of 

students in Generation Alpha. In the four months of executing this project, the smartphone became more than 

a purely technological object. It began to be considered as, and converted into, a tool for learning, in line with 

the theories and practices derived from Mobile Learning for the educational future of Generation Alpha and 

the generations to follow. 

In Italy, a law went into action on September 20, 2018, following European regulations (Gdpr, May 25, 

2018) that decreed fourteen as the minimum age required for accessing a social network or instant messaging 

service. Currently, in Italy, no thirteen-year-old minor can sign up for any social media platform, despite the 

American and Chinese laws that govern the companies that run these platforms. Corroborating these norms is 

the warning issued by the Italian Data Protection Authority (Garante della privacy nazionale), after a criminal 

case in Palermo involving an alleged challenge killer and a ten-year-old girl. Parents who want to sign their 

children up on social media networks between age thirteen and fourteen are liable for the consequences; this 

rule abides by culpa-in-vigilande (vicarious culpability), a practice at the basis of Italian parental civil 

responsibility. Despite the fact that by law minors between eight and thirteen are not permitted to sign up for 

social media or instant messaging platforms, the sale and ownership of sim cards for minors that have turned 

eight years old, with permission from a parent or guardian, is permitted. This sale often includes offers from 

phone providers for installing apps with parental controls.  

At the international level, today, the main social networks and messaging channels follow these age 

restrictions: 

• Facebook and Instagram: the minimum age requirement is thirteen years old, minors between 

thirteen and fifteen years need parental consent to use social media; 

• WhatsApp, Messenger: if the user resides in a country within the European Economic Area 

(includes the EU), the user must be at least sixteen years old (or the oldest age required by 

Country). If the user resides in another country, outside of the European Area, the user must be at 

least thirteen years old. 

• TikTok: since February 9, 2021, the platform blocks users under thirteen through an age 

verification system; 

In Italy, the minimum age requirement has been set at fourteen years old. However, the threshold is thirteen 

for the main platforms listed above, who have not changed their policies to adapt to Italian law, making it easy 

for thirteen-year-olds to access social network platforms. Thirteen to fourteen is exactly the range of ages that 

currently marks the first members of Generation Alpha. With this in mind, this research design has resolved to 
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transform the educational methodological model, based on the tool of the Edu-social Algorithm, in order to 

create a community of virtual practices within Instagram, the app most used by Generation Alpha along with 

TikTok. The end goals are to find new educational ways to adopt in scholastic settings (and outside these 

settings), for the defused use of a new digital methodological model to introduce at the exact moment at which 

a pre-adolescent can legally become a part of social media cyberspace.  

3. METHODOLOGICAL PROCEDURES 

In a first investigation, we considered sources and data from a variety of national and international scientific 

studies, including those on: online teaching contexts (Marcus-Quinn & Hourigan, 2021), learning to cope with 

complexity and adolescents online (Amendola et al., 2018); digital education and digital teachers (Volpi, 2021); 

the theory and implementation of Mobile Learning (Kearney et al., 2020); participatory culture and digital 

competence (Jenkins, 2009); social media education (Kai Wha Chu, 2020); algorithm as educational 

instrument; education among peers with supervision by educational personnel. A comparison to these 

educational models will follow, taking into account the evolution of individual generational facts (McCrindle 

& Fell, 2021), and connecting them to the general progression of the education system. This comparative 

perspective developed a micro-pedagogy thanks to this previous research, and drawing on reflections of 

experienced educational personnel in the project as a research resource: e-tutor faculty, researcher-instructors. 

The faculty was also involved in a training centered around the Edu-social Algorithm methodological model 

for creating the approach to be used within classrooms. A useful point of reference for the research was the 

study relating to Dig Comp 2.1: A Framework for Developing and Understanding Digital Competence in 

Europe (following link: publications.jrc.ec.europa.eu/repository/handle/JRC128415) a tool for improving 

digital competency in citizens, applicable to educational contexts. DigComp provided a dynamic definition for 

digital competence, not defined by the use of specific tools, but to the needs that each citizen holds (Cartesio 

M.L., 2020).  

Along with pedagogy, the main focus point was the digital world and its algorithms. This research focus 

deepened the theme of digital education through social media. The chosen methodology was research-action 

(RA). The main purpose of this style of research consists in actively involving all subjects included in the 

study. An informal involvement, aimed at promoting change (Benvenuto, 2015). To answer these questions, 

the research-action Edu-social Algorithm was developed in three phases: 

I. Phase I (plan): identification of subject definition of project and collective problems with the 

involvement of target teachers.  

a. Intervention description: Along with source and data collection from pedagogical research on 

digital education, in this first phase of research partner schools were chosen. Project was 

shared with the schools, and the involved school education staff was chosen. From subject, 

project definition, and research-action questions, a methodological format was created from 

the theme, definition, and research-actions questions, focused on using smartphones during 

class as educational resources, in order to collect significant positive and/or negative 

experiences useful for the development of an educational model that has a phenomenological 

approach to social networks. On this occasion, a handbook will be created using DigComp 

sizes, Netiquette concepts, and a relevant glossary on digital education for the diffusion of a 

common digital pedagogical culture. Focus points: problem identification; analytically 

examine and explore possibilities and understand limits; conceive a methodological format 

known as Edu-social Algorithm; plan phase II. Assessment tools: focus group and training 

(teachers); participatory observation (researcher); focus group’s reflective report (researcher).  

II. Phase II (act): Application of methodological template related to Edu-social Algorithm + creation 

of the empirical basis.  

a. Intervention description: This second phase of research is entirely characterized by the launch 

of the practical experiment. The experimental group and control groups in classes were chosen 

by the researchers, after completing training, learning the tool Edu-social Algorithm and 

choosing the teachers to work in Generation Alpha’s classes. The implementation phase 

included the creation of a methodological model with the teachers and the experimental group 

students in order to create a time and space for digital education. This step involved paying 
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attention to all the components and activating the students through the Edu-social Algorithm, 

with the purpose of developing a community of virtual practice on social networks. In 

addition, this step provided the empirical base with the first collected data.  

b. Focus points: launching and promotion of experiment; data collection; creation of a 

community of virtual practices.  

c. Assessment tools: research diary (researcher); journal on insights and observations (teachers); 

digital storytelling on Instagram (teachers and students). 

III. Phase III (observe & reflect): final theorization and elaboration of collective processes. 

a. Intervention description: after the practical experimentation in Generation Alpha’s 

educational contexts with the methodological template produced by the research-project Edu-

social Algorithm; the last phase was dedicated to the collection of qualitative and quantitative 

data produced in the first two phases, for the drafting of an article for academic publication. 

This phase referred back to the use of assessment techniques and methods with the tools used 

in previous actions.  

b. Focus points: critically assess the process; discuss, deepen, analyse (comparison forum).  

c. Assessment tools: Narrative inquiry (Clandinin & Connelly, 2004) on the collected data 

(researcher); report (researcher). 

Methods: complicating factors and variables were considered valuable in this experiment, following the 

explorative-interpretive method regarding the observation of faculty and student behaviors within the 

designated social networks. An experimental method was used for the application of the Edu-social Algorithm 

in training contexts for teachers who took part in the experiment. Evaluation tools were developed in order to 

track students’ progress, and for understanding the positive and/or negative effects of the research. 

Research Queries: 

• Can education go viral thanks to smartphones and social media? 

• Can you create social media teachers, or media-educational students—nano influencers (F. 

Pira, 2020)? 

• Can we configure social networks to create a new methodological model as a response to the 

new educational challenges facing Generation Alpha’s teachers? 

4. RESULTS AND MATERIALS 

The overall results (figure 1 and figure 2) demonstrate the reactions of the participants using the Edu-social 

Algorithm methodological model. They used media as an education tool for the planning, theoretical 

development, and practical execution of a methodological model aimed towards the creation of a community 

of virtual practices, to be used in the teaching and learning of Generation Alpha, who uploaded, shared, and 

commented on media-educational content. In the pilot class, after faculty training and focus groups with 

students, we developed additional materials for evaluating learning with the Edu-social Algorithm. Throughout 

this project, we also grappled with the means and function of smartphones used in the classroom within a 

delineated time and space. A community of practices, in line with this research project’s aims, grew within 

Instagram. This community was made up of teachers and students who continue to use these educational 

accounts to upload core lesson materials. An activity sheet (figure 3) and evaluation (figure 4) aided faculty 

and students as they integrated material from the Edu-social Algorithm model into their classroom. 
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Figure 1. Posts published by Edu-social students 
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Figure 2. Posts published by Edu-social teachers 
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Figure 3. Activity Edu-social Sheet              Figure 4. Evaluation Edu-social Sheet 

The e-tutor faculty showed, through the training, a model of how to exist online in a human and authentic 

way, learning how to created meaningful relationships online, overcoming instinctive or primitive attitudes. 

This study provided an occasion for true intergenerational exchange, and educational reciprocity in the 

enormous and experiential territory that makes up most of every day in the lives of Generation Alpha students 

and their adult reference points. With this educational framework, we also kept in mind the potential risks to 

the lives of youth online, regarding: identity theft; security failures; phishing; hate-speech and incitement; 

online child grooming; conditions and behaviors of extreme risk (challenge killer); cyberbullying, etc. At the 

same time, given the widespread attention to the prevention of these increasing phenomena, we tried to 

understand with the teachers how and how much the approaches and policies of social networks, within Europe 

and outside of Europe, affect the regulation of online behaviors. This action aimed for horizontal work online, 

involving everyone: students, social media teachers, and research teams, collaborating to find ways to make 

education viral, and to create a cultural pedagogy of social media, with educational clicks powerful enough to 

change the algorithm. 

5. CONCLUSION AND DISCUSSIONS 

“Edu-social Algorithm: a Methodological Model for Evaluating the Impact of Social Media Network 

Algorithms on Generation Alpha’s Education Through a Community of Virtual Practice” is the complete title 

of this research design, presented for the doctorate in the Department of Psychology, Educational Sciences and 

Human Movement at the University of Palermo. The project involved three middle schools in Palermo for the 

implementation of a methodological model that has followed the increased classroom use of smartphones 

connected to Instagram with specific “Edu” accounts. In these last few months, 7 classrooms, 98 students, and 

57 faculty across three different schools in Palermo (“I.C.T. Principessa Elena di Napoli”,  

“I.C.T Colozza-Bonfiglio”, “I.C.T Lombardo Radice”), participated in beginning to create a new kind of 

school, within social networks. Thanks to the participants, the virtual space has become a learning space, a 

space for sharing pedagogical content, working on assignments, doing homework, giving information, and 
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uploading classroom work. The project, with school cooperation, will continue, with possible developments 

and the hope of bringing other schools into this experiment of transforming social media into a tool for 

education. The initial student response has been positive, and teachers have also started to notice improvements 

in participation and scholastic performance. While it is too early to understand its long-term value, the general 

attitude and the first media-educational content that has emerged from the methodological model in action are 

hopeful indicators for the pedagogical potential of social media. With teachers, we addressed the time and 

space given to this new model, specifying that the intention is not to substitute learning with notebooks, books, 

and computers, but to use the smartphone as another resource for Generation Alpha’s education. This 

Generation, after Generation Z, sees technology as an integral part of their lives. For that reason, it is 

fundamental to help them develop, in a protected context like school, a healthy relationship with social 

networks and smartphones, as suggested by Mobile Learning, the pedagogical style integrating mobile 

technology in scholastics settings as useful instruments for learning, inside and outside of school. This 

experiment has tried to build a bridge between different generations, to create a new pedagogical path, full of 

surprises and new ideas for rethinking school, smartphones, and social media.  
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ABSTRACT 

The digital age 4.0 governs the progress of society and individuals require the acquisition of skills to face this reality. 

Education is the only way that will allow human beings to adapt to the new global challenges. Therefore, the achievement 

of productive experiences must be the priority of the current educational system to train competent professionals. This 

research aimed to diagnose the elements involved in the generation of productive experiences in the digital age 4.0. The 

methodology worked through a quantitative approach, of a descriptive nature, supported by a non-experimental and field 

design. The research sample was made up of 25 teachers from the "Nueva Era" Educational Institution, who participated 

in a survey consisting of a questionnaire of questions related to learning experiences and the digital age. The results of the 

study showed that an average of 3.82 interviewers, at a high level, pay special attention to the causal processes in the 

approach to such learning. Therefore, it was concluded that the main elements that intervene in the generation of productive 

experiences in the digital age 4.0, are the technical, contextual, and pedagogical processes, as well as the intervention of 

teaching strategies and technological tools, directly influencing in the development of digital skills for life.  

KEYWORDS 

Productive Experiences, Digital Age 4.0, Digital Skills, 21st Century Society 

1. INTRODUCTION 

As technological advances increase, the requirements of society become more demanding. The digital age no 

longer depends on mechanical individuals, but on subjects prepared to face current problems. For this reason, 

the training of professionals should be directed to the development of abilities and skills applicable to life, 

where they become executors of innovative processes. Consequently, the educational field plays a fundamental 

role in creating the exit profile of students, providing a wide range of theoretical, practical, and evaluative 

knowledge, focused on the use of TIC and globalization. 

The generation of productive experiences is the possible response to the change that the world demands 

because it allows acquiring significant learning that facilitates the resolution of conflicts of daily life. However, 

the biggest obstacle is found in the so-called digital age 4.0, since the gaps between one context and another 

have made innovation almost impossible for certain sectors of society. Therefore, the insertion of technological 

tools in education is a complex task and requires proper resource management. In other words, not only is it 

enough to acquire virtual equipment and platforms, but also to plan their effective use. 

The use of TICs in educational units has not shown major change when compared with the results obtained 

by the same institutions in previous years. The high school exit profile, despite having the management of 

technology and innovation as a strength, has not been sufficiently reflected in the labor field. So, it is not 

possible to speak of productive experiences, since there are individuals who have only acquired theoretical 

knowledge, but do not know how to use it properly for their personal and collective benefit. 

In this way, the main objective of the research was to diagnose the elements that intervene in the generation 

of productive experiences in the digital age 4.0, applied by the teachers of the "New Era Educational 

Institution". In this way, the study emphasized the interrelation between technical, contextual, and pedagogical 

processes, which directly affect the achievement of learning for life supported using technological tools. 
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Students, through the development of digital skills, can actively participate in solving current problems under 

a well-prepared professional profile. 

The aspects that intervene in the generation of productive experiences in the context of the digital age 4.0 

must consider the needs of the 21st century society. The technical, contextual, and pedagogical processes 

involved in the generation of learning experiences must be fully understood to improve current education. 

However, we must not forget the role that the educator plays in teaching and the development of skills that 

allow the learner to form a comprehensive profile. Based on these approaches, it is essential to analyze the 

global panorama of the study phenomenon and determine the influence of the elements that intervene in the 

educational and professional training field. 

2. STATE OF THE ART 

According to Casillas and Ramírez, 2019, The digital culture has modified the population, causing social 

interactions to change in all sectors. Technological transformation forces human beings to redesign their way 

of communicating and acting, however, adequate preparation is necessary to face the panorama of the 4.0 age. 

Therefore, educational institutions must be ready to train versatile students, capable of easily adapting to the 

new way of life, through processes that identify strengths and weaknesses that directly affect the achievement 

of learning, especially in the technological context. 

Mogollón (2020) mentioned that educational innovation faces various obstacles such as the use of 

technological tools, the design of learning experiences in digital contexts and the formation of a culture of 

digital literacy, however, he considers that they do not represent a challenge. The correct planning of the use 

of ICT can provide fruitful results, however, if they are not used, unfortunately there will never be a significant 

change. Thus, the resources that schools have, regardless of their quantity, must be used to the maximum to 

achieve the desired skills. 

Mobile devices and some technological devices such as computers and tablets have become essential tools 

for society. The increase in technologies that include the internet and mobile connection forms an imminent 

possibility to establish a wide set of processes that facilitate feedback and learning (Gelb, Mital and Mukjerjee, 

2020). In other words, people who have digital resource should make the most of its benefits and use its full 

potential for the benefit of knowledge and its applicability to everyday life. 

According to Mercado, L., Mercado, T., Ziritt, G., and Consuegra, S. (2018), they argue that the vertiginous 

technological advance and the social transformations of the 21st century society have caused the response 

capacity of the school sector is not up to the level and requires urgent innovation alternatives. So, even though 

students have various electronic devices, education has not shown any progress by not properly taking 

advantage of the resources available to them. Therefore, it is necessary to plan activities that use the available 

tools to achieve the rhythm of the digital age 4.0. 

The achievement of productive experiences must go hand in hand with the use of all available physical and 

human resources to ensure educational progress. In this sense, to generate true learning experiences in the 

digital age, school actors must seek the integration of capacities, both technological and academic, to 

consolidate interdisciplinary knowledge (Ureta and Rossetti, 2020). To do this, it is necessary to identify the 

goals to be achieved and design plans based on objectives, strategies, methods, activities, and evaluations that 

allow checking theoretical and practical learning. 

In addition to proper planning, educational agents must consider the dizzying progress of TICs and how 

they affect the development of education for the 21st century. Apolo (2019) mentioned the importance of 

identifying trends in the field of technology for formal education and highlights the need to be applied in a 

study context, to distinguish weaknesses and strengths of use in school establishments. Various platforms and 

free digital resources are created every day and go unnoticed by society. Therefore, education must be attentive 

to changes and be ready to transform its traditional method of work. 

Hernández R., 2017 mentioned that technology, therefore, has become the generator of opportunities for 

change and transformation of education, where the results cause a great impact that provides timely solutions 

to educational and social problems useful for the social progress. However, it should be noted that to achieve 

these results it is essential that there is a correct use of digital and technological resources, without ignoring 

the part that falls on the development of life skills. Therefore, prioritizing students to achieve productive 

experiences in the digital age 4.0 must become the global mission of education. 
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It is not enough to know the concept of technological devices or how to handle the main text editors, because 

digital competence encompasses more than that. Under this scheme, Álava, Illescas and Loor (2017), 

emphasize that students demand improvements in the exit profile, where the achievement of job skills aimed 

at the effective management of virtual platforms and the use of TIC is ensured. Therefore, education must 

analyze, from the social reality, the requirements of the new generations in terms of their training and 

professional development as functional subjects. 

An alternative is to opt for the design of educational programs based on active methodologies that insert 

technology as an applicable means for academic training. Learning based on virtual platforms should be 

considered as an opportunity for educational actors to create their own digital resources, use e-learning 

strategies and apply interactive evaluations that work as support for current teaching (Clavijo, Loiza, Ramirez, 

and Pacheco, 2021). In other words, taking advantage of all the available tools will make it possible to meet 

the expectations of students in acquiring skills for the 21st century society. 

Under this scheme, Garzón (2021) maintains that educational competencies are not static, much less 

unmodifiable, or rigid, since they must be adapted to the context and its particularities, considering the key 

factors that surround it. Therefore, education can no longer aspire to the formation of mechanical people, 

experts in replicating actions and following orders, since that is no longer required by society. Currently, the 

needs are focused on the search for solutions to the great problems of society, so the ability to solve and manage 

technologies are the most desired skills. 

There are countless skills that have caught the attention of young people today, such as adaptability, 

capacity for interrelation and teamwork, as well as creativity, innovation and leadership, which will ensure the 

creation of a profile based on competencies (Tamayo, Tinitana, Apolo, Martínez, and Zambrano, 2021). The 

inclusion of such skills will allow the development of productive experiences in children and adolescents, who 

will be able to apply their knowledge in activities that stand out for innovation and the use of technological 

tools. Therefore, the use of digital resources is a key factor in the design of these study plans. 

The main actor in educational change is the teacher, becoming the protagonist of the TIC inclusion process. 

The achievement of applicable skills for the digital age 4.0 continues to be perceived as a challenge, however, 

it should not be considered as an impossible challenge to meet. Hernández, Orrego and Quiñones (2018), assure 

that the teaching role is cataloged as a mediator of learning, which values the recent challenges of education in 

the so-called era of knowledge and innovation. So, although the educator is aware of the challenge of inserting 

technology in the school, he looks for ways to take advantage of it to improve the teaching and learning process.  

According to Melo, 2018, the insertion of ICT in education leads to the development of sequential programs 

with all the stages of planning, application, and evaluation by the teacher. In addition, the teacher requires 

preparation and training processes that allow him to monitor compliance with educational plans and teaching 

strategies that include the use of technological tools. Consequently, the educator becomes an active subject, 

interested in learning new forms of teaching and the use of virtual resources that prepare students for life. 

Therefore, active methodologies have gained strength in those interested in educational innovation by 

ensuring significant learning in students. The construction of knowledge from experiences supported by 

theoretical, practical, and technological knowledge will always be classified as a great educational success. In 

this sense, educational institutions must make the most of the benefits of such strategies. 

The teacher oversees designing didactic activities, based on the use of technologies, where the search for 

adaptable teaching strategies and collective individual work, form in the student a profile attentive to the 

contents and practice (Rodríguez, R., Orozco, Rocha and Rodríguez, O., 2017). Therefore, the work of the 

innovative teacher will bear fruit if he develops an active plan that develops skills for daily living. Through 

human, digital, and physical resources, students will be able to acquire skills focused on the significant 

contribution they can make to society. 

Internal factors such as motivation and aptitude, inherent to the teacher, need to be strengthened through 

strategies such as training in TIC skills, the use of digital tools and their incorporation into educational 

processes (Sosa, 2018). In this sense, the teaching profile, as well as the student profile, must be redesigned to 

meet the requirements of today's society. Teachers, being the subjects that directly influence student learning, 

need to innovate their methodology and expand the range of resources used during class hours. 

According to Ramírez, Monroy and Vargas (2017), they assure that teachers must be constantly updated, 

causing them to appropriate the use of TIC and apply it in the classroom, achieving a drastic improvement in 

pedagogical performance. The benefits of inserting digital tools in the classroom continue to stand out by 

developing transversal skills that lead to critical thinking and the motivation to transform traditional education. 

Innovation in the educational field derives in the success of the subjects that are trained in the different 
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educational establishments. However, it depends on the efforts that all the actors involved in such a process 

are willing to make. 

However, there are sectors that do not have basic resources such as devices or Internet access and, therefore, 

it is imperative that the authorities rethink government and institutional policies in order to keep pace with 

technological advances, making possible their insertion in education (Melo, 2018). Although there are 

establishments that have a wide range of digital resources, there is still a shortage of them in socially 

disadvantaged sectors. Therefore, state actions must be directed to the benefit of education, since it will mean, 

in the future, the development of the country. 

The changes that 21st century society reflects day by day create new challenges in all sectors (Ramírez,  

et al., 2017). Education does not face its economic problems, but also of ideology and innovation. Not having 

sufficient technological resources for the development of a significant educational process is a serious obstacle, 

but there are institutions that have the necessary tools and do not know how to use them. Therefore, the 

preparation of future professionals should not remain stagnant and requires the search for alternatives that allow 

the formation of great skills in the future. 

According to Callis and Basto 2020, technological culture is classified as a concrete process, in which 

thoughts and actions are combined for social benefit. An outdated education, focused on creating docile 

professionals who do not think and do, is no longer essential for global advancement. Therefore, the interest 

of creating true productive experiences in the digital age 4.0 must be perceived as the ideal objective for the 

society of the 21st century, since it is the salvation letter for the great problems of today. 

3. METHODOLOGY 

The study worked under a quantitative, descriptive approach, supported by a non-experimental and field design. 

Taking into consideration the theoretical construction and the obtaining of data on the fundamental 

circumstances that allow the generation of productive experiences in the digital age, the chosen methodology 

starts. A rational method of deductive hypothetical analysis was selected in relation to the type of knowledge 

generated by teachers in a technological context in favor of the education of the students of the "Nueva Era" 

Educational Institutional.  

To approach this method, it was necessary to achieve the following order of steps: define the problem, 

formulate the hypothesis, contrast the empirical information with the scientific one, and deduce the results 

obtained. 

The teachers of the educational institution were the protagonists of the study, who provided the field 

information required to comply with the methodological design of the research. The events raised are currently 

found for what is considered a contemporary temporality at work, emphasizing the pandemic caused by  

Covid-19, since the use of the necessary technological means in a virtual modality education was highlighted.  

The events raised are currently found for what is considered a contemporary temporality at work, 

emphasizing the pandemic caused by Covid-19, since the use of the necessary technological means in a virtual 

modality education was highlighted. In the same way, the data collection approach was quantitative for its 

subsequent treatment and generation of statistical graphs that support the investigative work, the following 

scales being the ones selected to fulfill this task. 

Table 1. Scale for the Interpretation of the average or arithmetic mean 

Range Interval Category 

5 4,21 – 5 Higher Level 

4 3,41 – 4,20 High level 

3 2,61 – 3,40 Moderate Level 

2 1,81 – 2,60 Low level 

1 1 – 1,80 Lower Level 

Source: Armas, S (2022).  

 

The scale that has been designed represents the levels that the results can reach taking into account the 

scores obtained on a measurement scale from zero to four represented in intervals and categories. Regarding 

the arithmetic mean and standard deviation, the tables indicate the degree of dispersion between the findings 

obtained, as well as their level of reliability. 
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Table 2. Scale for the Interpretation of the standard deviation 

 

 

 

 

 

 

Source: Armas, S (2022).  

4. RESULTS 

As a result of the work carried out, with the help of the data collection instruments and the purpose of achieving 

the objectives determined in the investigation, the most relevant results for this document were taken. The 

following results were obtained: 

Table 3. Causal processes in 21st century education 

Dimension Subdimensions Average Category 
Standard 

deviation 
Category 

Causal 

Processes 

Technical 
4.08 

High level 
0.43 

Lower 

dispersion 

Contextual 
3.48 

High level 
0.19 

Lower 

dispersion 

Pedagogical 
3.89 

High level 
0.62 

Lower 

dispersion 

General average of the dimension 3.82 High level 0.42 
Lower 

dispersion 

Source: Armas, S (2022).  

 

Taking into account the data obtained from the teacher survey applied in the “New Era Educational 

Institution”, there is an average of 4.08 respondents who reflected a high level in the technical subdimension, 

with a 0.43 standard deviation, resulting in a very low dispersion between the answers. Regarding the 

contextual subdimension, it was found that an average of 3.48 teachers have a high knowledge of their 

environment with a very low dispersion according to the interpretation scale of the resulting 0.19 standard 

deviation. Likewise, in the pedagogical subdimension, an average of 3.82 teachers was obtained, who show 

that they have a high recognition in pedagogy, reflecting in a very low dispersion between the results with a 

standard deviation of 0.62. 

Table 4. Learning experiences in virtual environments 

Variable Dimensions Average Category 
Standard 

deviation 
Category 

 

Learning experience 

Teaching Strategies 4.24 
Very High 

Level 
0.16 

Very low 

dispersion 

Types of 

technological tools 
3.57 High level 0.33 

Muy baja 

dispersión 

Causal Processes 3.82 High level 0.42 
Muy baja 

dispersión 

General average of the dimension 3.88 High level 0.30 
Muy baja 

dispersión 

Source: Armas, S (2022).  

 

Regarding the findings collected from the teacher survey, it is reflected that there is an average of 4.24 

respondents who claim to apply teaching strategies at a high level, showing a 0.16 standard deviation, 

demonstrating low dispersion. On the other hand, the participants have a high level of knowledge in relation to 

Range Interval Category 

5 3.21 – 4 Higher Level 

4 2.41- 3.20 High level 

3 1.61 – 2.40 Moderate Level 

2 0.81 – 1.60 Low level 

1 0 – 0.80 Lower Level 
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the types of technological tools with an average of 3.57 and a 0.33 standard deviation, revealing a very low 

dispersion between the data. Finally, in the causal processes sub-dimension, the teachers ratified having a very 

high level of comprehension with an average of 3.82, confirming a very low dispersion according to the 

answers obtained with a standard deviation of 0.42. 

5. DISCUSSION 

The data reflected in table 3 show that, although the teacher is the owner of the subject and the concepts that 

he teaches within it, the must be aware that not only the theoretical part intervenes at the time of teaching, since 

the techniques that he uses, the environment in which it works and who are the beneficiaries of their work are 

fundamental elements. As Ramírez, Monroy and Vargas (2017) mentioned, who argue that a teacher must be 

constantly updated to strengthen their performance in the pedagogical field with the help of TIC tools in the 

classroom. Being corroborated by Sosa in 2018, who asserts that teaching skills are strengthened through  

self-training and training primarily when they focus on the use of TICs in educational processes. 

Due to the fact that people are currently immersed in the digital age 4.0, it is necessary to recognize that 

the whole world is in constant change and that it is imperative to stay immersed in that change. In order to 

know how to accompany students in their learning process and the generation of productive experiences, the 

teacher is the key actor in the educational process. In this situation, it is necessary to take the words of 

Hernández R. (2017) and Mogollón (2020), who agreed that using technological tools conjectures a solution 

to the problems and challenges around the development of innovative learning and the generation of 

experiences, within a virtual educational modality. On the other hand, Hernández, Orrego and Quiñones (2018), 

supported that the teacher is the protagonist in the mediation of learning, if he knows how to respect and value 

the challenges that may arise in the new digital and knowledge era. 

In addition, it is argued that to achieve a comprehensive education and form productive experiences in the 

student body, it is a requirement to combine the technical, contextual, and pedagogical field added to the 

technological advances that exist in contemporary times. According to Callis and Basto (2020), who considered 

that thought and action were favored within a technological culture that focuses on the social selection of 

individuals. Given the above, Gelb, Mital and Mukjerjee (2020), ratified that by using digital and mobile 

technologies added to the Internet, great opportunities can be created for the creation of a vast set of 

mechanisms and resources for the academic field. 

Therefore, the generation of productive learning experiences, useful for everyday life, can only be carried 

out if there is a conjugation between technical, contextual, and pedagogical processes. Educational actors must 

focus their efforts on designing recreational activities that allow students to develop digital skills that allow 

them to form a transversal and innovative profile. The TICS and the changes of the digital age are not an 

impediment and need to be involved in such a process, so that the skills achieved by students are used to provide 

solutions and create new opportunities. 

Indeed, the main elements that intervene in the generation of productive experiences in the digital age 4.0 

are the technical, contextual, and pedagogical processes. These phenomena directly influence the achievement 

of significant learning, which allows individuals to contribute greatly with innovative solutions that include 

the use of technological tools. The students, in other case, will achieve through the acquisition of digital skills, 

the ability to solve problems, innovation and leadership, which will allow them to actively participate in their 

environment, both individually and collectively. However, changes cannot be evidenced if education is not 

transformed. 

In addition, there is a great variety of technical, contextual, and pedagogical processes that must be applied 

to develop productive experiences. Technological devices such as cell phones, computers and tablets are the 

main tools to acquire skills, however, there are other elements that are also essential. The context directly 

influences, social factors can benefit or affect the insertion of TICs, therefore, educational actors must make 

the most of all the resources available to them. Pedagogy is a discipline that could not be missing, since, without 

a good teaching method, unfortunately the educational process cannot be carried out. 

On the other hand, the data showed in table 4, showed that there is a much higher level of response when 

talking about didactic strategies compared to the levels obtained in the types of technological tools and the 

existing causal processes within the classroom. For this reason, it is worth highlighting the words of Garzón 

(2021) who maintains that teaching competencies should never remain rigid, static, or immutable, on the 
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contrary, they must be variables that can understand the situations and the context in which the class develops 

today in day. According to Apolo (2019), he suggested that the most current trends in technology and virtual 

media intended for formal education should be identified, knowing how to combine them with the context in 

which students find themselves and differentiate the strengths and needs of the application of these tools in the 

educational system. 

According to Ureta and Rossetti (2020), the learning experiences immersed in digital environments must 

show the integration between the academic and technological capacities of the students in favor of the 

construction of knowledge with the use of different strategies, methods, objectives, and activities. On the other 

hand, Tamayo (2021) and Melo (2018) agreed that educational agents must know how to adapt to the current 

era, focusing on the design and planning of sequential and continuous programs, taking into account the 

development, control and evaluation of strategies that include technological tools. Despite this, the reality is so 

different, since not all students and teachers can use technological means for education properly or 

conscientiously. 

According to Loiza, Ramirez, and Pacheco (2021), maintained that learning can be supported on countless 

virtual platforms, this symbolizes a great opportunity for educational centers and teachers in order to generate 

digital materials, information bases, interactive assessments and thereby achieve encourage student learning. 

But for the before mentioned happen, it is necessary to include different didactic strategies in every academic 

process through the support of the technological tools within our reach and the recognition of the causal 

processes that encourage the student to generate productive experiences in a digital age. 

In other words, to achieve a generation of productive experiences in the digital age 4.0, educational actors 

must direct their efforts to redesign the methodologies and resources used until now and transform them from 

an innovative perspective. Strategies, digital tools, and causal processes are, to a large extent, the main elements 

involved in achieving learning for life. Therefore, teachers must transform their role as an educator and become 

a leader, who motivates students to strengthen their skills and together they can achieve the skills that 21st 

century society so desperately needs. 

Although all educational actors play an important role in generating productive experiences in the digital 

age, the teacher is primarily responsible for the teaching and learning process. Therefore, it is imperative that 

teachers design new ways of teaching, where the need for practice, criticism and assessment of what has been 

learned is taken into account, and not just the repetition of content. The insertion of technology can be seen as 

a great challenge, but after the analysis carried out, the educational rethinking is simpler than what is created 

thanks to the management of TICs and electronic devices. 
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ABSTRACT 

Global Employability Skills are skills that students acquire during their study period, that are in addition to their 

academic knowledge and skills, and that would help in their careers. As students continue their university journeys, they 

often overlook or underestimate the importance of developing Global Employability Skills that employers may consider 

important for their jobs. In this paper, we present a mobile application, the GES App, designed to help students recognize, 

document, and articulate their skills to their prospective employees. The GES App is designed to stimulate university 

students to reflect upon their experiences and assess the skills they may develop outside of their formal university studies. 

This paper presents how such an app could support students plan their careers and develop their Global Employability 

Skills that would make them more attractive to their future employers. A use case scenario is described to illustrate the 

role the GES App could play, from the perspectives of students, staff, and employers.  

KEYWORDS 

Global Employability Skills, Self-Assessment, Career Planning 

1. INTRODUCTION 

Global Employability skills (GESs) are defined in the literature as skills that are graduate level abilities that 

are beyond the content of specific disciplines and also practical and transferrable (Maciejewski et al., 2020), 

which are needed by an individual to perform a task and would make them employable. The significance of 

global employability skills for employment is inevitable. The focus of students’ attention seems to be 

discipline specific knowledge and academic performance and they usually fail to anticipate the importance of 

GES in addition to their discipline specific skills during their academic journey. Literature highlights 

student’s proactive behavior towards career planning and preparing for their futures, e.g. (Clements & C., 

2018). However, the challenge for making a connection between the GES acquired by students and what they 

learn at university and elsewhere during their university journeys still remain. Furthermore, finding the right 

candidates for fulfilling a company’s requirements is not an easy task for employers and they find it hard to 

spot the right candidate at job fairs or through job applications.  

This paper describes the work conducted as a part of the European ERASMUS+ project on GES, with 

four European universities from Greece, Norway, Poland and the United Kingdom (UK). The main aim of 

the project is to develop a mobile application to allow students to plan, record and evidence the acquisition 

and development of GES throughout their university journey. The project started in 2019 and lasted 3 years. 

The GES mobile app, hereafter referred to as the GES App or the app, aims to support the GES from the 

perspective of students, academic staff and employers. The perspectives of the three types of users and/or 

stakeholders have been obtained during the requirement analysis phase of the project where interviews were 

conducted to investigate their interests and needs for supporting the enhancement and documentation of GES 

among university students. The requirement analysis highlighted the need for a mobile application by users 

as the efficacy and ability to provide timely access to learning in authentic working contexts (Herrington  

et al., 2014). The activities supported by the GES App are designed in the light of requirements defined by 

the three user groups, supported by the Self-Determined Learning Model of Instructions (SDLMI) (Shogren 
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et al., 2019). This model is student or learner-centered and focuses on the learner’s competencies and their 

capabilities and the capacity to learn and enhance their skills.  

The aim of this paper is to show the effectiveness of supporting the enhancement and documentation of 

GES for students, from the three different perspectives that play significant roles for employability of 

students in the industry. The main research question we wish to answer is: how can we design a mobile 

application to support students enhance their understanding of employability skills? To answer this research 

question, we developed a prototype mobile application and conducted evaluations. In this paper we describe 

the main functionalities of the GES App and how students may use it in career planning and enhancing their 

employability skills. 

The rest of the paper is structured as follows: Section 2 provides the theoretical foundations for the design 

of the app’s concepts; Section 3 describes the methodology for obtaining requirements and the development 

of the GES App; Section 4 provides an overview of the requirements from different perspectives; Section 5 

provides an overview of the GES App; Section 6 describes a use case scenario and the main functionalities of 

the GES App, and Section 7 concludes the paper. 

2. THEORETICAL FOUNDATIONS 

Studies have shown that employment requirements from the perspective of employers vary from that of 

employees, especially when the employees are students or fresh graduates. It can often result in complaints 

from employers with regards to workplace skills, work readiness and application of skills in non-academic 

environments (Jackling & De Lange, 2009). Therefore, to seek employment, students not only need to 

acquire a wide range of skills but also need to evidence the acquired skills as the significance of generic skills 

surpasses the need of discipline specific skills (Tomlinson, 2008).  

A detail literature review conducted in the ERASMUS+ GES project revealed two important aspects that 

form the basis of the GES App design. First, employability cannot be guaranteed by skills, attitude, or 

knowledge individually and it is required to be a combination of the three to achieve the goal. Secondly, 

application of these skills in a workplace and practical life is more important than only possessing the skills 

that exhibits the competency required. Thus, the GES App is designed around the skills and knowledge of the 

user, but also provides resources to evidence and evaluate skills giving a way for users to show their 

competency.  

The Self Determined Learning Model of Instructions (SDLMI) is a learner-centered learning approach, 

which focuses on the development of competency and the capability of a learner while building the capacity 

of learning (Shogren et al., 2019). The SDLMI approach has founded the basis of identifying activities of the 

GES App that allows a user to identify skills with self-determination while enabling them to explore the 

prospects to learn and practice those skills. The activity to add a skill enables a user to know what they have 

learned, while the activity of a Dream job enables a user to determine what is needed to be learned, giving the 

user an opportunity to learn and practice through the activity of practicing skills (Abbas et al., 2022).  

Awareness can have a stimulating effect on the self-determined behavior of the student for which the 

process of reflection has been integrated. The model proposed by Rolfe et al. has been used as the foundation 

of the reflection process (Rolfe et al., 2001). Rolfe’s model of reflection is also known as a reflective cycle 

and based on simple key questions of What? Now What? And So, What? These guidance questions are 

tailored as per the objectives of reflection and goal. The self-assessment of skills through a process of 

reflection is based on these guiding questions, which leads to the awareness and encourages learning. 

3. METHODOLOGY 

For the development of the GES App, the Design Thinking methodology was used, which not only offers 

benefits of a user-centered methodology, but is also recursive in nature (Plattner et al., 2015). The five phases 

of the Design Thinking methodology are empathize, define, ideate, prototype and test and the output of one 

phase is input to the subsequent phase. An interactive Figma prototype was developed to support the ideation 

process, which is described in (Iqbal, Fredheim, et al., 2022). The work presented in this paper is focused on 
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the empathize phase where requirements from the users and the stakeholders of the app were gathered, which 

contributed to the resulting prototype of the GES App.  

Requirements were gathered from the four European partners from Greece, Norway, Poland, and UK. 

Requirements gathering was conducted in two stages; the first was a qualitative study and focus group and 

semi-structure interviews with the different stakeholder groups: students, employers and academic staff. The 

second stage was a quantitative study using questionnaires, which was based on the results from the 

qualitative study. A total of 75 participated in the first stage: 43 students and 19 staff participated in the focus 

group interviews, and 13 individual employers were interviewed. In the second stage, 153 students responded 

to a questionnaire. The same questionnaires and interview guides were used for the participants from all the 

countries and the requirements gathering activities were conducted in the same time period. The results were 

then analysed for the different countries and user groups to identify the functionalities for the GES App. The 

focus group discussions and interviews were conducted online due to the COVID-19 related restrictions and 

the questionnaires were administered using an online survey tool. Greek and Polish translations were used for 

the respective participants. Based on the requirements, a conceptual framework for the functionalities of the 

GES App and the activities it should support were defined (Iqbal, Fredheim, et al., 2022).  

During the define and ideation phases, user scenarios were described, one of which is used in this paper to 

describe the functionalities of the GES App prototype, developed using the Unity platform. 

4. REQUIREMENTS FROM DIFFERENT STAKEHOLDERS 

The relevance of career aspirations and its psychological impacts have been discussed in the literature (Hoff 

et al., 2021). Studies have also shown that students have proactive career behaviors, such as career planning, 

skills development, career consultation, network building and show stronger commitment to their career 

goals, which have a statistically significant relationship with career success (Clements & C., 2018; Moeller et 

al., 2012). The qualitative analysis of the requirements gathered through interviews and focus group 

interviews in the EU ERASMUS+ project GES App identified three main groups of stakeholders and their 

different perspectives. Hence, the mobile application for GES App incorporates three types of users’ 

perspectives through various functionalities, as shown in Figure 1. 

 

 

Figure 1. Different perspectives of Global Employability Skills 

From the interviews with focus groups of students, it was established that students usually have a specific 

professional plan, although, they may also consider a plan-B as an alternative career path. Responses from 

students offer insights regarding their perspective of employability skills and the lack of specific  

skill-oriented training. It was also observed during the interviews that students acknowledge the fact that 

mere discipline specific knowledge does not suffice the requirement of employability in the industry and 

most employers seek extensive skill sets along with the need of experience. Students also identified the need 

for a mobile application, which could serve as an effective resource and indicate the need of tracking skills 

development, skill documentation in an authorized way, the need for networking, advice on how to acquire 

International Conferences e-Society 2023 and Mobile Learning 2023

311



more skills, training for interviews, industry specific skill phrase bank, the possibility to set goals and to track 

what they know.  

The interviews with employers identified some of the important qualities they look in a potential 

employee which are, apart from the industry specific skills, the ability to learn new things, bring value to the 

company, a tailored CV and if they are able to keep their enthusiasm of working. The analysis of 

requirements enabled to envision some important functionalities of the mobile app that could enhance the 

prospects of employment for students, such as enabling them to present their skills with evidence of the 

skills, e.g., through experiences.  

The perspectives of the academic staff, such as teachers and careers advisers, highlighted the need to 

support students to prepare for their employment and careers. This group of interviewees mentioned the use 

of a mobile app for enhancing the learning effects through reflections, modification of curriculum in the light 

of results acquired, and as an information channel for labor market skills. 

5. OVERVIEW OF THE GES APP 

The different perspectives highlighted through the requirement analysis identified the major activities that 

should be supported by the GES App. Thus, the functionalities in the GES App are based on five main 

activities, that support the development of students’ GES. These activities are based on the literature and the 

key concepts, and the requirements that are summarised in Section 4. The main activities that have been 

identified to support the different perspectives, mainly the students, are summarised below:  

1. Self-reporting, documenting and self-assessing GES: users are able to add one or more Skills to their 

skill profile, assess their Skills level, set a Goal and relate the Skills to their Goal, reflect upon how and 

what experiences have helped them acquire the Skills and document the evidence of the Skills by adding 

Experiences, Artifacts and References (Iqbal, Fredheim, et al., 2022). 

2. Dream job: users are able to define a Dream Job and relate to the desired list and level of Skills for the 

Dream Job (Iqbal, Abbas, et al., 2022). 

3. Practice selected skills: users are able to access learning resources that can help them to enhance their 

Skill set by learning a new Skill(s) or by enhancing the level of an existing Skill, e.g., by playing a game.  

4. Networking and Ethics: users are able to connect to other users and share their experiences and 

communicate through the GES App.  

5. Employment readiness: users are able to generate content for their CVs through the GES App, by 

accessing the Skills, Experiences, Artifacts and References from the GES App, practice for employment 

related activities such as learn about creating a CV and prepare for an interview. 

6. USING THE GES APP 

This section illustrates how the GES App supports a use case scenario, which includes three different 

stakeholders: student, employer and careers advisor. Using ideas from user-centered design, we have created 

a persona for a student. Sarah is a student, who is focused on getting an interesting job after completing her 

university studies and she is actively looking for job opportunities and preparing her CV and job applications. 

She is concerned about creating a good CV that will make her attractive to her potential employers and she is 

keen to find good ways to present her skills and experiences to potential employers. Thus, Sarah decides to 

get an appointment with the university’s careers adviser, Joe. She was told by the Careers Adviser that she 

should carefully consider the skills and experiences she lists in her CV, and they should be tailored to the job 

position, to have maximum effect. 

Sarah uses the GES App regularly and records all her skills in the app. She sets a goal using the Dream 

Job functionality and explores the diverse career paths that are possible with her set of skills. She discovers a 

selection of learning resources in the GES App, in the form of games, videos, YouTube and other online 

sources. Sarah browses through her skills stored in the GES App and wonders if she could use some of that 

information as a part of her CV. Sarah explores the GES App to see if this is possible and she finds the 

functionality to create a CV. She selects the relevant Skills and the related Experiences, References and 

Artifacts that she would like to include in her CV and exports them as an editable file. She receives the 
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exported list of Skills as an email message. She copies the contents into her CV template, edits the format 

and adapts her CV to the needs of the job. Sarah found this to be an effective means of tailoring her CV.  

Sarah attends a jobs fair at the university and comes across a company that she would like to apply for a 

job and meets Helen, the head of Human Resources (HR). Sarah accesses her skills profile overview in the 

GES App and asks Helen about the possibilities of getting a job in her company. Sarah happily explains her 

experiences, the skills that she has acquired and how those skills could be relevant for a job in the company. 

Sarah feels that she has a better idea of the skills that she needs to focus on. Sarah leaves the stand very 

motivated and excited, and very glad that she had been using the GES App. 

The following sub-sections describe how the GES App functionalities support the main activities 

identified through this user scenario. 

6.1 Documenting Skills and Evidence of Skill 

To document the skills, the student selects the option of “Add Skill”, which provides the possibility to select 

a skill from a skills repository in the app, as shown in Figure 2 (a), or add a new skill, as shown in Figure 2 (b). 

The student is asked if she wants to share the added skill as shown in  Figure 2 (c) and if option of sharing is 

selected by the student, the skill is added to crowdsourced skills repository in the GES App. Once the skill is 

added to the student’s profile, the app enables the student to assess the skill through reflecting upon her level 

of the skill and she can define her level as novice, advanced beginner, competent, proficient, and expert, as 

shown in  Figure 2 (d). A summary of the skill can be viewed in the profile as shown in Figure 2 (e), where the 

skill is listed with skill level.       

 

 

Figure 2. Documentation and self-assessment of Skills in the GES App 

Students also need a convincing way to show that they actually have the skill that they have included in 

the GES App. The evidence for a skill can be recorded in the app in the form of Experiences, Artifacts and 

References. Recording the evidence to support the reported skill allows student to showcase the practical 

expertise that can be acquired during a project, a job or an internship as an experience, and an output from the 

experience in terms of videos, reports, paper, online links, etc. Furthermore, it can also be a human reference 

that could validate the skills of a student, such as a referee from academia or industry.  

After adding a skill in the GES App, as shown in Figure 2, students can also add the evidence of a skill 

and can record experiences through the “Add Experience” functionality, as shown in Figure 3 (a). The GES 

App asks the student to add dates during which the experience was acquired, as shown in  Figure 3 (b). Then, 

the student needs to identify the skills from the list of saved skills that are practiced or acquired through the 

recorded experience as shown in  Figure 3 (c). The GES App also enables students to assess the experience 

through a series of questions in terms of very good, good, moderate, little, and not at all, as shown in Figure 3 

(d). Once all the information is recorded, the student can view the summary of the added experience, which is 

shown in Figure 3 (e).   
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Figure 3. Documentation of evidence of a Skill as Experience in the GES App 

Similarly, students can also record and upload artifacts through “Add Artifacts” option of the GES App, 

and add the relevant details for the added artifact, such as which skills were enhanced during the 

development of the artifact. The “Add Reference” option allows the student to add referees, similar to those 

that would be included in a CV, where the student can also add the contact details of a referee, if consent has 

been sought. 

6.2 Creating a CV 

Exploring further, students can also extract all the saved information regarding the skills in the form of an 
editable file. This is a functionality to support “Employment Readiness” as shown in Figure 4 (a), and the 
“Create CV” functionality, Figure 4 (b), which facilitates students to create tailored CVs for job applications. 
Students can select the relevant skills from the list of skills in their profile and the experiences, artifacts and 
references associated with the skills, as shown in Figure 4 (c). The app then displays a summary of skills and 
other information that have been selected, which could be exported as a text file. This provides an effective 
way of identifying the relevant skills and starting to create a CV. The contents from GES App could be 
imported/copied into the desired template for a CV. 

 

 

Figure 4. Creating a CV 

6.3 Reviewing and Presenting an Overview of Skills 

When a student meets the careers adviser or a potential employer, it is helpful to be able to present an 
overview of their skills. The GES App functionalities support the perspectives of staff and employers. Staff 
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such as career advisers have a need to consider the skills and experiences of a student before giving advice 
regarding their future possibilities and to encourage students to use tailored CVs for the specific job 
opportunities. Similarly, an overview of a potential employee’s (e.g. a student’s) skills and experiences 
would enable them to obtain an impression of the student. More importantly, how a student assesses her level 
of skills will, no doubt, help career advisers as well as employers to obtain a sense of the student’s 
enthusiasm and advise them on how to further enhance their relevant skills. The overview of skills that is 
available in the GES App facilitates all three perspectives.  

 

 

Figure 5. Overview of skills (skills profile of a user) in the GES App 

An overview of a student’s skills is summarized in the GES App as shown in Figure 5 (a). They are 
presented as a set of skill cards, where each card displays the details in terms of skill level, number of 
experiences during which a specific skill has been practiced, number of artifacts for which the skill has been 
applied and the number of references that validate the acquisition of the skill. Such details could support 
academic staff to provide personalized counselling services to students and can also guide them for 
improvement with respect to the student’s career goals.  

When a skill card is selected from the list, the GES App displays the detailed overview of that skill as 
shown in Figure 5 (b). The skill recorded by the student can be explored further for details of the evidence 
recorded, such as the details of experiences recorded, or details of references recorded to support the skill, as 
shown in Figure 5 (c).  

7. CONCLUSION 

In this paper, we have presented a mobile application, the GES App, designed to help students recognize, 

document, and articulate their skills to their prospective employees. The GES App was designed to stimulate 

university students to reflect upon their experiences and assess the skills they may develop outside of their 

formal university studies. The main research question for this study has been how we could design a mobile 

application to support students enhance their understanding of employability skills. To address this, a 

prototype of the GES App has been developed and some of the main activities supported by the app have 

been described in this paper. The GES App has been evaluated by students from Greece, Norway, Poland and 

the UK, where pre- and post-intervention questionnaires were used. The results are currently being analyzed. 

Preliminary results of the analysis show that the participants had positive comments about the idea of the app, 

the organization of contents in the app and the functionalities. They found the app meaningful, important, 

original and motivating towards exploring many aspects of their employability skills and attitudes. They felt 

that the app has a good level of game flow, usability and learnability and that the expected outcomes are 

important since the app could support students toward exploring and reflecting on their employability skills. 
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Furthermore, the results also showed that the participants showed an increase in their understanding of the 

labour market and how to prepare for employment. 

The current version of GES App is available in Google Play for Android devices. In the future, we aim to 

enhance the functionalities in the app to support students based on the feedback from the evaluations. One of 

the main limitations of this study is that the evaluations have so far been limited to students and the lack of 

feedback from the other stakeholders. Furthermore, an evaluation of the GES App from the perspective of the 

learning and enhancing skills need further investigations.  

Our future work will focus on conducting further user evaluations with the different stakeholder groups 

such as academic staff and employers, in the different countries. In addition, we continue to analyze the 

results from the studies reported in this paper and the feedback from them will be used to improve the GES 

App capabilities and improve our evaluation methods. 
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ABSTRACT 

Artificial intelligence (AI) technology is already challenging a variety of societal areas, including education. It is 

transforming education to data driven. AI-enhanced technologies in education (abbreviated AIinED) will have a 

significant role in changing the teaching and learning methods, as well as impacting the behavior and organization of the 

educational system. It is considered that the AIinED will change the paradigm of education in the future. And yet, 

AIinED is still more in the lab than being practically implemented in education and training. We consider three major 

players in the implementation of AIinED – students, teachers, and society. All three can benefit from AIinED and at the 

same time be a potential target of the risks that AIinED brings along with its promises – may be one of the reasons why 

main stakeholders (UNESCO, EC etc.) have been developing guidelines and recommendations for ethical use of AIinED. 

The literature shows that the center of AIinED system will be the student, but we consider the student not only as a target 

but also as a source of ideas for AIinED development with the potential to accelerate the process of adoption of AIinED. 

Hence, one of the big questions should be how the students foresee the role of artificial intelligence in education. To 

initiate such a question, though, it is important to know the level of understanding among the students about what and 

where artificial intelligence is. There are three major aspects that AIinED must be considered accordingly  

– technological, lawful, and ethical. 

This paper presents the results of a study on high school students' understanding of AI technologies and their attitudes to 

their application in education. A survey was used as a tool to elaborate. The conceptual model of the research was 

developed on the basis of established theories linking attitudes to behavior and the acceptance of artificial intelligence 

technologies in education. Each element of this concept is explored with a different part of the questionnaire, which 

contains a total of 12 questions (some of which with sub-questions). The survey was elaborated online within  

October-November 2021. A link to the questionnaire in Bulgarian was provided to 178 high and vocational high schools 

educating students aged 14-19 (grades 8-12) across the country (Bulgaria). 766 students submitted their replies through 

the online survey form. 

Descriptive statistics and analysis of the frequencies of the respondents' opinions were made based on the data. The 

results show that the students participating in the survey:(a) understand the essence of AI technologies; (b) they are 

convinced of the usefulness of the application of artificial intelligence technologies in their daily activities and strongly 

believe that it improves it; (c) are not entirely clear about the benefits of artificial intelligence enhanced technologies in 

learning and teaching; (d) do not demonstrate sufficient knowledge and understanding of the necessity of ethical use of 

AI technologies in education;  

The latter reduces the positive influence of the perceived usefulness of artificial intelligence technologies in the learning 

process on students' attitudes. 
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1. INTRODUCTION 

The implementation and later adoption of new technologies has always been a key to the future progress in 

all areas of our lives. The questions about the risks related to that have always gone along with the 

opportunities. Even when in the early 80s of the last century, computers called by Steven Jobs “the bicycle of 

the 20th century” (Jobs, July-August 1981) became part of many people’s lives, the questions on the fears 

and threats were raised (Burnham, 1983). And if the computer was the bicycle of the 20th century, artificial 
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intelligence turns to become its engine (Stephen Lucci, 2016). The risks of using AI raised awareness in 2014 

after the release of Nick Bostrom's Superintelligence (Bostrom, 2014). Nowadays, managing the risks of 

implementation of AI and ethical use of AI are important steps towards the integration of AI in different 

areas (Benjamin Cheatham, Kia Javanmardian, and Hamid Samandari, 2019), (Galaz et al., 2021). 

1.1 Artificial Intelligence 

In psychology, intelligence is a generalized concept of a person's thinking abilities, i.e. his ability to 

understand, to be able to abstract, to solve problems applying his knowledge, and to use language (Gardner, 

2010), (Gardner, 2012). 

Artificial intelligence (AI) is any result of the work of a computer, which, if it was the product of human 

activity, would be considered reasonable (Legg and Hutter, 2007). This is enhanced by (Chen, Chen and Lin, 

2020) saying that AI is a field of study and the resulting innovations and developments that have culminated 

in computers, machines, and other artifacts having human-like intelligence characterized by cognitive 

abilities, learning, adaptability, and decision-making capabilities, adding that AI is the culmination of 

computers, computer-related technologies, machines, and information communication technology 

innovations and developments, giving computers the ability to perform near or human-like functions. 

Artificial intelligence is a wide-ranging tool that enables people to rethink how we integrate information, 

analyze data, and use the resulting insights to improve decision-making – and already it is transforming every 

walk of life (West, 2018; Ross et al., 2022). 

1.2 Artificial Intelligence Technologies in Education  

There is no doubt that AI is the inevitable future of a lot of industrial sectors but also the future of schools, 

universities, training centers (Dai and Ke, 2022) bringing them to the fourth education revolution (Seldon and 

Abidoye, 2018). If we can compare the implementation of AI in education with the human life cycle, the 

AIinED is still an embryo. AIinED will reshape not only the way of teaching and learning but will 

significantly impact the organization of educational institutions and systems. 

There is a slow adoption rate of technologies in education (Chen X., Xie H., Zou D., Hwang G.-J., 2020), 

because of mismatch between real needs and supply. The lack of use of technologies is affecting every level 

of education - from primary schools to universities. There is a need for building the evidence base for more 

effective learning with technology. This will go hand in hand with tools and processes for collecting, storing, 

exploring, and reasoning on large-scale educational data. That “big data” will be from students’ technology 

supported learning activities, transforming the data into information, and producing, recommending actions 

aimed at improving learning outcomes. 

Most of the strategic documents and regarding AIinED issued by EU and UNESCO by October 2021, 

(Duggan, 2020; EUROPEAN COMMISSION, 2021) are focused on the benefits that artificial intelligence 

will bring to the students. They put the student as the center of the AIinED system, which is inevitable. 

AIinED though will influence not only the students but also the teachers and should contribute to the 

wellbeing of the society. The development of successful policies for AIinED the learners, educators and 

society should be considered as a whole, and the point of view and the benefits for each of these groups 

should be accounted for.  

AIinED will enhance the learning for not only the students who are part of the formal education, but also 

students from all ages through vocational education and life-long learning programs (van der Vlies R, 2010; 

Roll and Wylie, 2016). Students’ performance is the most significant source of data for AIinED but it will 

not be correct that data such as grade scores, results from school and state exams, attendance and punctuality 

records, school reports, comparative scores with regard to peers or classmates is enough as quality, quantity 

and type.  

Although governments will be responsible for the implementation of AIinED, there are three major role 

players and users in that process: students, teachers, society (not only parents). All their opinions must 

matter, but also it can be a valuable source of ideas and can reveal the actual expectations to AIinED. 
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1.3 Schooling and Artificial Intelligence Technologies 

According to B. Marr, AI will contribute to the acquisition of better school and university education (Marr, 

2018). The effect of so-called smart classrooms and academic learning labs where AI is applied is already 

being seen. It supports teaching, enhances the individual approach by responding to the needs of learners. 

These new methods help teachers and university professors to concentrate on understanding and adapting 

new knowledge and skills. 

The ability for a machine to perform intelligent tasks that are generally assigned to the human mind, and 

override the problem-solving of information processing, prediction, and choosing the best and most effective 

action to achieve a certain goal is something that is already a reality. 

More and more innovations and best practices are being applied in the direction of how artificial 

intelligence can change education such as systems, chatbots, semantic analysis, natural language processing, 

automatic scoring and feedback, audio games and vision-based robotics, problem-solving (Kahn and Winters, 

2017). 

Platforms have been created that, based on feedback questionnaires, can accurately specify the 

educational levels, and needs of those using them (Content Science, 2017; Century, 2019).  

Such type of platforms can become universal classrooms or learning subjects to be used by everyone, but 

at a low cost or for free. This will contribute to equality of access (even children who do not know languages 

can use the functions of an instant translator) and will strengthen the role of Internet technologies in the 

learning process (Todorova, 2019). 

Implementation of AI-based applications can help solve the problems of low quality of education and its 

inaccessibility in remote areas, and also improve the existing education systems (Ivanova et al., 2020). 

According to the EC Communication "Artificial Intelligence for Europe” there are three main challenges 

facing the EU which underline the fundamental role of education and training, the responsibility of which lies 

with the Member States. The first challenge is to prepare society as a whole. It means helping all Europeans 

to develop basic digital skills, as well as skills that are complementary in nature and cannot be replaced by 

any machine - such as critical thinking, creativity, management ability. Second, efforts should focus on 

helping people in those jobs that are likely to undergo the greatest transformation or disappear as a result of 

automation, robotics and AI. Third, more AI specialists should be trained based on long-standing academic 

traditions, to create a suitable environment for them to work in the EU and, if possible, to attract talents from 

abroad. Hence, the modernization of education at all levels should become a major national priority (for 

Bulgaria), and in the field of scientific research, artificial intelligence should become one of the priority areas 

in information and communication technologies. 

In order for the education system in Bulgaria to respond to the challenge of developing knowledge and 

skills necessary for work in the field and AI, as well as for work in an environment with AI, these priority 

directions for development in the education system of Bulgaria are enshrined in the Law on Preschool and 

school education (2016), the Law on Higher Education and other normative acts of the Ministry of Education 

and Science, the proposals of the Ministry of Education, Culture and Science contained in the document 

"Artificial Intelligence in Education and Science” (Ministry of Education and Science of Bulgaria, 2020). 

The article presents the results of a study on Bulgarian students' understanding of artificial intelligence 

and their attitudes towards its application in the learning process. 

2. METHODOLOGY 

The research questions are focused on the attitudes of the relevant age students towards AI. The research was 

conducted through a survey. The questionnaire was self-constructed for the purposes of the study. The 

literature lacks a similar off-the-shelf instrument whose reliability and validity have been established. The 

conceptual model of the study was developed based on established theories relating attitudes to behavior and 

the adoption of artificial intelligence in education. Each element of this concept is explored with a different 

part of the questionnaire, which contains a total of 12 questions (some with sub-questions). The survey was 

conducted online in the period October-November 2021. A link to the questionnaire in Bulgarian was 

provided to 178 high and vocational high schools educating students aged 14-19 (grades 8-12) across the 

country (Bulgaria). 766 students submitted their replies through the online survey form. The total number of 
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students enrolled in high schools and vocational high schools in Bulgaria in the 2021/2022 academic year 

was 255 342. Such, the results confidence level is 95 % results with error margins within 3.5 % (Whitley and 

Ball, 2002). 

The main part of the sample consists of students aged 15-18 years (Table 1). The largest relative share is 

respondents aged 16 (25.5%), followed by almost the same share of 15-year-olds (24.8%). The surveyed 

students aged 17 have a relative share of 20.1% (154 students), and 18-year-olds – 16.1% (124 students). 

The share of students who completed the survey studying in vocational high schools is significant 

 - 75.2%, and 21.9% are high school students. 

It is noticeable that the sex of the students is 62 % to 38 % for the male students. This result is not 

surprising considering the relative number of male and female students in the vocational schools in Bulgaria, 

according to statistics. The National Statistical Institute of Bulgaria gives 60 % of male students towards 40% 

of females in Bulgarian vocational schools in 2021/2022 (Information system “Infostat” of the National 

Statistics Institute of Bulgaria). 

Table 1. Sociodemographic characteristics in the sample (N= 766, ε = 3.5 %, CL= 95 %) 

Variables n % of the sample 

Age   

14 years 74 9,7 

15 years 190 24,8 

16 years 195 25,5 

17 years 154 20,1 

18 years 124 16,2 

19 years 15 2 

Other 14 1,7 

Type of school    

High School 168 21,9 

Vocational high school 576 75,2 

Other 22 2,9 

Sex   

Male 475 62 

Female 281 38 

Total 56 100 

 

Descriptive statistics and frequency analysis of respondents' opinions were made on the data. Some 

questions were open to more than one answer. 

3. RESULTS AND DISCUSSIONS 

3.1 Understanding AI Technologies 

The center of the survey is the students' understanding of the nature of artificial intelligence as the students 

were asked “What is AI?” (Figure 1). The relative share of respondents who associate artificial intelligence 

with the ability of a machine/device to demonstrate human-like abilities is the largest (74.41%). Students 

understand that artificial intelligence occurs when a machine thinks, plans, creates, chooses, learns. The 

relative share of those who answered that artificial intelligence is receiving data from technical systems that 

register changes in parameters in their environment, process them and perform actions related to achieving a 

specific goal can be accepted as relatively high - 62.27%. There are fewer students (28.08%) who are 

recognized as artificial intelligence machines or software capable of adapting their behavior (to some extent) 

by analyzing the results of previous actions. 
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Figure 1. What is artificial intelligence? 

From a research point of view, interesting are the answers to the question about examples of artificial 

intelligence enhanced technologies (Figure 2). Virtual assistants are the most recognizable example of 

artificial intelligence - 551 of the respondents with a relative share of 71.93%, followed by autonomous cars 

(cars without a driver) - selected by 547 students with a relative share of 71.41% and almost the same result 

for robots (selected by 543 the student with a relative share of 70.89%). Speech and face recognition systems 

are also a recognizable example (chosen by 418 students, with a relative share of 54.57%). The relative share 

of telephone assistant respondents is smaller (291 students with a relative share 37.99%) and online search 

engines (235 students with a relative share of 30.68%). 

 

Figure 2. Examples of artificial intelligence 

For the students, the most recognizable field in which artificial intelligence is used is digital personal 

assistants (74.93%). Smartphones offer virtual assistants that answer questions, make recommendations, and 

organize daily routines (eg Siri, Alexa, etc.). This result is most likely related to the fact that in Bulgaria, 

71.8% of individuals aged between 16 and 74 (according to National Statistical Institute data) use mobile 

phones or smartphones to access the Internet. These devices are affordable and widely used. 

In second place in terms of recognition are smart homes (67.62%). Respondents know this application of 

artificial intelligence from the curriculum content of biology and health education and geography and 

economics. In this age group, part of the training is related to working on "smart house" projects, with the 

aim of saving energy. A smart house is also recognized as a dwelling in which devices are installed that are 

connected to each other and this enables remote monitoring and control of appliances and systems such as 

locks, video surveillance, heating, etc. – a reality in many homes (Figure 3). 

As applications of artificial intelligence, students also recognize smart cities and infrastructure 

(respondents with a relative share of 54.70%), automatic sensor systems that identify potentially dangerous 

situations (respondents with a relative share of 53.00%), as well as "automatic" translations (respondents with 

a relative share of 52.61%). The recognition of these fields of application of AI is largely associated with 

projects implemented in large cities to improve mobility and reduce congestion through traffic regulation. 

Popular among students are the use of automatic sensors such as thermal cameras (which recognize people 

with an elevated temperature), sensors in cars when the distance is reduced, for warnings in case of flood, 

tsunami, etc. 
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Less than half of respondents (40.99%) recognize the application of AI when using online search. This 

result is interesting given the fact that students use search engines on a daily basis. Consequently, most 

students do not appreciate the role of AI in search engines' processing of large volumes of data to provide 

increasingly precise and personalized search results. The situation is similar with the application of AI in 

combating disinformation (40.60%) and online shopping and advertising (40.34%). Among the likely reasons 

for these results is students' lack of awareness of how to identify "fake" news. It shows the need for app 

promotion campaigns that analyze social media data and assess the authority of online sources. The surveyed 

students are aged 14-18 years, which explains the lower results regarding the application of AI in providing 

personalized purchase suggestions based on products that have been searched for or purchased in the past. 

Students in this age group in Bulgaria rarely shop online (due to limited access to eligible payment methods), 

and the lack of this experience is largely associated with the results obtained. 

The application of AI in healthcare is relatively recognizable - 298 respondents with a relative share of 

38.90% are informed about the possibilities of analyzing large volumes of data and discovering patterns in 

order to improve the diagnosis of diseases. It is likely that the students' awareness of the pandemic crisis 

related to the spread of COVID-19 and the mathematical models used in relation to situation analysis and 

future forecasts have influenced this result in a positive direction. 

 

Figure 3. In which areas is artificial intelligence technologies is being used? 

3.2 AI Technologies in Teaching and Learning 

The research seeks to explore students' views on how artificial intelligence can change education. In this 

regard, two open questions were formulated in the survey - the place of AIinED n the teaching process and in 

relation to learning. 

The question of how AI technologies could be used in teaching is considered in the following directions 

 - how it could support it and what functions robots/machines could perform in class to support the work of 

the teacher. 

The trends in students' responses are in several aspects (directions). The first of these is artificial 

intelligence as a teaching assistant. In this aspect, the vision is to offer individual training programs 

developed with the help of artificial intelligence. Thus, to prepare the student to follow an algorithm instead 

of a teacher. 

Teachers make a lot of effort to help each student, taking into account his individual characteristics. This 

is especially difficult in classes of thirty or more students. Students perform the same tasks, use the same 

textbooks, regardless of the success rate of each student in each subject. One part of the class fails to learn the 

material, while the other learns it quicker and loses interest. Respondents see an opportunity for AI to tackle 

this problem. What's more, it now helps teachers personalize the learning process. Students are given the 

opportunity to familiarize themselves with the new material at a pace convenient for them, using special 

applications. Thus, these applications become assistant teachers and help them realize their maximum 

potential. 
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The second general aspect in the opinion of the respondents, regarding the place of artificial intelligence 

in teaching, is related to the capabilities of AI to analyze the behavior of students. According to some 

respondents, AI-connected cameras can not only conduct automatic attendance monitoring, but also analyze 

student behavior. These systems are able to recognize and evaluate how students react to different topics and 

tasks, how well they cooperate, whether they work alone, or whether they get bored. This would give the 

teacher information to help him adapt his teaching, depending on the particular situation. 

Some typical answers from the students surveyed: 

"AI can find easier to understand and curated information, built incrementally by AI throughout the 

learning process, to be delivered to students in a fast and convenient way." 

"They can be used to conduct virtual experiments..." 

"AI can make it easier to create and review tests, saving teacher time and fatigue." 

"... to increase children's interest and motivation. Of course, artificial intelligence cannot replace the 

teacher, but it can help him.”  

AI is unlikely to ever fully replace teacher assessment, but it is increasingly entering the process. In the 

future, AI-enhanced technologies will fully verify written papers and exam tasks with the help of establishing 

metrics and benchmarks, excluding bias and favoring certain students. 

A significant part of those who answered the question about the place of artificial intelligence in teaching 

(with a relative share of 54.70%) are not convinced of the usefulness of artificial intelligence in teaching. 

They prefer the traditional way of teaching, contact with the teacher "face to face" and do not approve of the 

use of AI in the teaching process. The likely reasons for this result are due to the extended periods of distance 

learning in an electronic environment during the last two academic years due to the pandemic caused by 

COVID-19. 

The second open-ended question from the survey regarding students' opinion on the connection between 

artificial intelligence and education is centered on learning (How could artificial intelligence be used in the 

learning process?). The trends in the students' answers are in the following aspects: through the application of 

AI, everyone can progress according to their abilities by personalizing the learning content according to the 

individual achievements of the students; artificial intelligence can be used to self-check homework; to be able 

to automate and personalize the assessment of knowledge (it is a common practice in schools to assess all 

students with same standardized tests); detect gaps in knowledge and inform the individual student which 

part of the learning content to pay attention to again. 

Among the students' answers, the following are of interest: 

"Voice assistants can tailor what material to keyword search based on a given issue or topic. Now, when 

doing projects through search engines, a lot of information comes out that we don't need." 

"...tests tailored to the individual capabilities and level of each student can easily be created. It's not good 

to give struggling students and excellent students the same tests." 

"...finding out what I haven't learned well and helping me to learn and understand it well." 

Students with a relative share of 37.99% are not convinced of the usefulness of artificial intelligence in 

the learning process. 

The respondents gave interesting answers to the question of how they imagine a "smart" classroom. Most 

of the answers are in the direction of equipment, thanks to which the educational process becomes 

completely digital, and notebooks and textbooks are replaced by laptops, smartphones, and tablets. 

Almost half of the answers are related to energy-saving solutions. Among them are: adjustable light 

 - "controlling the brightness of the lamps in the classrooms so that the light is always suitable for learning 

for those who study at later hours"; "heat control of radiators and air conditioners in the classroom to save 

energy" so that "the temperature is constant and does not affect the learning process"; "smart windows that 

open automatically when it gets too hot or during breaks", a "smart" voice assistant to help with the learning 

process, etc. 

3.3 Attitude to the Risks and Ethical use of AI Technologies 

Respondents formulate risks of using artificial intelligence in education (open question from the survey). The 

answers formulated by the students are related to the experience of emotions in the learning process and "real 

student-teacher communication with corresponding shared feelings" ("modern robots can simulate some 

feelings of people, but not feel them"). Other potential risks are related to the danger of the "gradual 
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disappearance of the teaching profession", the sudden interruption of the learning process ("any 

machine/robot can break down at any moment", "most students will not understand the opportunity they are 

given, and they will try to trick. In general, the surveyed students realize that as a result of improper use of 

artificial intelligence technologies, people can lose important skills and knowledge, and professions can 

disappear. There is a prevailing view that despite the possibility that technology can demonstrate human-like 

capabilities, it does not mean that it can completely replace humans. 

To an open question from the survey why it is necessary to regulate the use of artificial intelligence 

technologies by law, respondents with a relative share of 52.61% did not give a specific answer (they did not 

answer anything, or they answered with "I don't know", "I have no idea"). This can be considered as a red 

flag, alarming responsible policymakers and authorities for the lack of understanding among the young 

people regarding the ethical use of AI.  

The fact that AI-based applications can collect and analyze information about academic performance, 

reasons for leaving school, teachers' professional habits and other indicators. In this way, the probability of 

students dropping out of school can be predicted, and appropriate measures can be taken to prevent it. 

Of course, disputes about the improper use of these data and technical means are inevitable here (Legg 

and Hutter, 2007), (van der Vlies R, 2010). The absence of a corresponding legal framework also heightens 

public anxiety about such systems. It is assumed that the relevant legal regulation will be prepared in a timely 

manner. For example, it is expected in September 2022 the European Commission to publish “Ethical 

guidelines on artificial intelligence and data in education and training based on the Ethics Guidelines for 

Trustworthy Artificial Intelligence” (Commission expert group on artificial intelligence (ai) and data in 

education and training (E03774), 2021). 

Figure 4 represents the results of the question of how important the ethical use of artificial intelligence 

technologies in education is. It is noteworthy that students find it difficult to assess the importance of this 

problem - 294 of the respondents (with a relative share of 39 %) do not have an opinion on the issue, and 128 

(with a relative share of 16.1 %) think that it is not important. These results incline to more uncertainty and 

can be interpreted as insufficient knowledge and understanding among the students on application of ethical 

principle when using AI. This is another signal to how important the awareness raising is in ethical use of AI 

in education among all the involved parties - teachers, students, and society. 

 

Figure 4. Importance of ethics in using AI technologies in education 

The approach to the use of artificial intelligence technologies in education must be based on protecting 

fundamental European principles and values, to be controlled by the person - human on the loop but not 

necessarily in, to respect the principles of transparency and responsibility. Practical guidelines are needed for 

the use of artificial intelligence technologies in education. Because new technologies and artificial 

intelligence cannot and should not replace the teacher, but AI can allow the educational process to be more 

individualized, it can also allow education to be very interactive. 
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4. CONCLUSIONS 

The results of the survey show that the students who participate in the survey: (a) correctly understand the 

essence of artificial intelligence; (b) they are convinced of the usefulness of the application of artificial 

intelligence technologies in their daily activities and strongly believe that it improves them; (c) are not 

entirely clear about the utility of artificial intelligence in learning and teaching; (d) do not show 

understanding of the ethical use of AI in education.  The latter reduces the positive influence of the perceived 

usefulness of artificial intelligence in the learning process on student attitudes.  

The results can contribute to the research trends in AI technologies in and for education. They raise the 

issue on whether the students are ready to be part of education enhanced by AI referring to how important 

ethics will be in the process. The results can be used as a reference point for future research in other 

countries, but one thing must be admitted: raising awareness on ethical use of AI technologies among 

students must begin. 

Artificial intelligence has great potential to transform education and training for students, teachers and 

school staff. It could help reduce early school-leaving, compensate for learning difficulties and support 

teachers with differentiated or individualized learning through language learning apps, text-to-speech 

generators, learner mentors and more. 

Different applications and software solutions will help, on the one hand, to adapt the learning process to 

the needs of the individual student, on the other hand, to help those children who have special needs or to 

reduce dropping out of school. 

This is a long process that has begun. With each successive step, finding the balance between artificial 

intelligence learning and preserving natural social relationships is closer. 

What is needed are not ready-made solutions, but a comprehensive vision for the development of 

education supported by AI technologies and a personal approach to each institution. It is in this way that AI 

can make education better, cheaper and more accessible. 

It is necessary for policymakers to work in the direction of popularizing the benefits of the application of 

AI in the learning process among learners and teachers. A legislative framework for legally regulating the use 

of artificial intelligence technologies, including the ethical use of artificial intelligence in education, would be 

an appropriate act. 
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ABSTRACT  

This study investigated the students’ experience and impact of using Science, Technology, Engineering, and Mathematics 

(STEM) related subjects for mobile learning or mLearning. In this study, mobile learning student-generated activities 

(SGA) focused on Malaysian universities as a developing country. The study approach was a qualitative case study based 

on mobile technology usage through 18 focus group discussions amongst students in Malaysia from 10 universities. The 

students participated voluntarily, and a purposive sampling approach was used. This study examined the students’ 

perspectives using STEM mobile learning through activities created by students in Malaysian universities. The data were 

analysed using thematic analysis approach. The findings established factors or themes derived from data on the impact of 

mobile learning for STEM activities created by students in mobile learning from 10 Malaysian universities. The mobile 

learning framework of best practices emerged from understanding the impact of the research themes from students’ 

experiences.  

KEYWORDS 

Mobile Learning, Universities, Malaysia, Developing Country, Activities, STEM, Students’ Experience, Perspectives, 

Themes, Factors 

1. INTRODUCTION 

The application of mobile learning is becoming increasingly widespread across many industries, including 

those in the Science, Technology, Engineering, and Mathematics (STEM) sector (Crompton & Traxler, 

2016). Similarly, mobile learning strategy can benefit students majoring in STEM fields because it 

encourages students to interact with technology using contemporary teaching methods (Alrahmi et al., 2021).  

This study focused on STEM-related subject areas in developing countries (Tang et al., 2021). Meanwhile, 

mobile learning could facilitate learning in a contextualised environment (Mohammadi et al., 2020) amongst 

university students in Malaysia (Ariffin, 2018). Furthermore, this strategy incorporated the study of STEM 

disciplines in educational institutions from developing countries, such as those found in Malaysia. However, 

very little has been done in previous studies on developing Asian nations, particularly in understanding 

mobile learning activities performed by students in STEM fields (Ariffin, 2018). Therefore, this study aimed 

to get insights into the STEM domains of mobile learning (Adov et al., 2020) from students, mainly to 

understand students’ experiences in a developing country like Malaysia to contribute from developing 

perspectives. Previously, a limited studies were done to collect local students’ voices, particularly on STEM 

mobile learning for developing nations.  
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1.1 Limitations 

Additionally, not all subjects of STEM were covered, as the nature of this study was to garner in-depth 

perspectives from selective universities and classes that voluntarily participated. There were some 

limitations, whereby the study did not cover all the universities in Malaysia due to its in-depth nature. This 

study focused on public universities, whereby most students were from rural areas, middle-class and  

low-income family.  

1.2 Definition  

STEM education is defined as studying and teaching in the domains of science, technology, engineering, and 
mathematics. On the other hand, this research looked at topics associated with STEM (Mutambara & Bayaga, 
2021) in Malaysian universities, such as health promotion, e-commerce, multimedia, artificial intelligence, 
information technology and society, and three-dimensional animation. Student-generated activities (SGA) 
involve activities of users in mobile learning (Pachler et al., 2010) that create digital content using mobile 
devices (Mutambara & Bayaga, 2021; Dyson, 2016), which originated from learning from experience (Kolb, 
1984). Moreover, in this study, SGA promoted a digital learning environment, whereby students were digital 
content producers and consumers, co-creating, collaborating, and sharing their work with other students. 
Additionally, using their own mobile devices in doing their assignments that related to STEM subjects.  

1.3 Study Purpose 

The study is aimed at investigating the students’ perspectives in Malaysian universities about SGA in the 

fields of STEM.  The main research questions is: What are the students’ perspectives using mobile devices in 

SGA for their STEM subjects? Likewise, SGA has the potential to produce more digital material and engage 

students in mobile learning. As a result, this study is aimed at analysing and categorising students’ opinions 

towards mobile learning SGA. In addition, this research classified the aspects for students in conjunction 

with SGA (Ariffin, 2016) in STEM disciplines.  

1.4 Value of Digital Content Produced Locally for STEM Fields 

In Asia, mobile learning is frequently considered a relatively recent approach to accessing education in this 
new millennium. For example, mobile learning makes education more accessible for students, allowing them 
to follow their learning needs according to their schedule and access it whenever convenient (Mutambara  
& Bayaga, 2021). Similarly, mobile learning has a promising future in enhancing education in Asian 
countries. However, limited studies for STEM can be applied to mobile learning within the framework of 
Malaysia’s educational system as a developing country. Ariffin (2018) highlighted a limited study conducted 
in this field of STEM in Malaysia for mobile learning, and the findings indicated that no one cares about it. 
Consequently, there is a stigma about learning STEM subjects, as it is more difficult to understand and learn. 
In the context of Malaysia, there is greater availability of western digital content than local digital content, 
notably for subjects related to STEM. Therefore, this study compared the contents from foreign countries 
with contents produced locally in Malaysia, which made learning STEM subjects difficult for students in 
Malaysia (Ariffin, 2018). 

1.5 Efforts by the Local Government of a Developing Country 

The enrolment of students in Malaysia, who are pursuing degrees in STEM fields is not encouraging for 

several years. Compared to the government’s target of having 60% of students primarily in STEM subjects, a 

scientific survey conducted in Malaysia in 2015 found that only 21% of students were enrolled in STEM 

courses. However, Terkowsky et al. (2016) stated that using mobile technology devices in STEM education 

enabled students to learn actively and creatively, while enhancing their grasp of various topics. The 

Malaysian education system supports STEM education. According to the Malaysia Education Blueprint 

2013–2015 (2015), the low awareness about learning STEM subjects was to be blamed for the falling 

enrolment numbers and quality of outputs achieved by students in the fields of STEM.   
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1.6 Theoretical Pedagogy 

In mobile learning, one of the strategies is the constructivism theory, which emphasises learning from 

experience. According to Kolb (1984), the pedagogical approach comprised four different teaching and 

learning strategies and established the experimental learning theory (Kolb,1984; Ariffin, 2018). During this 

time, Yin (2018) concentrated his efforts on conducting research based on phenomena associated with mobile 

technology in an education case study. Moreover, the study of experiential learning through mobile learning 

was relatively new to Malaysian students. Consequently, the teaching and learning process was more 

inventive and engaging with mobile learning than the traditional face-to-face approach, which was more 

acceptable. Meanwhile, the current emergence of learning in advanced countries adapts and adopts new 

technology (Parsons & MacCallum, 2021). Students develop their activities using mobile devices rather than 

sitting passively during experiential learning. This learning approach also applies to SGA, emphasising 

student-centred learning through mobile devices in the students’ respective courses (Dyson, 2016). In a 

similar context, despite the difficulties inherent to the Malaysian context, there are chances for student-led 

activities to develop digital content for learning purposes (Ariffin, 2016). On the other hand, students can 

easily access and develop their digital multimedia content using multimedia functionalities built into their 

mobile devices. The students produced assignments using mobile devices as part of mobile learning. The 

active learning method in student activities was successful (Ariffin, 2016; Dyson, 2016). It exhibited a strong 

comprehension and enthusiasm for university learning linked with mobile learning, and was extensively 

employed worldwide. The overwhelming majority of evidence indicated that mobile devices provided 

teachers with support for instruction, given that all pupils have smartphones (Tang et al., 2021). Additionally, 

these mobile learning strategies encouraged learning activities outside or beyond school hours by utilising the 

students’ mobile devices (Ariffin, 2018).  

1.7 STEM Learning in Student-Generated Activities 

In developed countries, STEM for mobile learning (Traxler & Crompton, 2016) has the potential to be 

expanded to SGA for STEM topics, in the Malaysian context. Students in Malaysia are demonstrating an 

increased level of expertise in the utilisation of mobile devices for educational pursuits. However, students 

tend to avoid STEM courses and are unmotivated to learn about them. Students entrance to universities for 

STEM courses has yet to accomplish a satisfactory level of enrolment, particularly in Malaysia. In Malaysia, 

STEM subjects are gaining more attention using mobile learning. For example, a few types of research were 

conducted in Malaysia on STEM topics related to mobile learning. Consequently, Nithia et al. (2015) stated 

their evidence of research, even though it was not considered in Malaysia to STEM and mobile learning. 

Therefore, there are opportunities to investigate STEM-related courses in Malaysia by implementing mobile 

learning to facilitate the creation of digital material by students. As a result, mobile learning that incorporated 

mobile SGA (Ariffin, 2018) might be one solution to the problem of getting students interested in STEM 

education.  

2. METHODOLOGY 

This is primarily a qualitative study, using case study approaches adapted from Ariffin (2018), that aims to 

gather in-depth information to find participants’ perceptions of mobile learning related to STEM disciplines. 

The occurrences seen in the case study served as an impetus for the research, and brought perspectives (Yin, 

2018). This research utilised a method of data collection, known as focus group discussion (Mertens, 2010) 

to acquire students’ opinions regarding mobile learning application in STEM fields.  
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Note:  FG = Focus Group, 

Figure 1. Participants 

Figure 1 provides the participants’ details for this study. The students were recruited voluntarily and 

involved with subjects associated with STEM. Most of them were tertiary-level students in Malaysian public 

universities. 

2.1 Procedures 

There were two stages in this study, which included the stages before and after SGA. In the first stage, 18 

focus group discussions were held at 10 universities. The purpose of these focus group discussions was to get 

in-depth insights into the effects, which previously gained mobile learning experience had on the study of 

STEM subjects. For instance, the participants communicated using mobile devices, and only a tiny 

percentage participated in activities that used SGA to learn about STEM-associated subjects. As shown in 

Figure 1, the study incorporated 18 unique focus groups held across 10 distinct educational institutions or 

universities in Malaysia. The researcher suggested that the academics included student-created multimedia 

activities in their teaching to enhance the student’s learning experiences. Furthermore, the students were 

instructed to use their mobile phones to complete their homework for disciplines related to STEM. After the 

brief introduction of mobile learning activities for STEM, the typical length of time for each interview ranged 

between 30 minutes and an hour. The semi-structured questions were adapted from the mobile learning 

literature by Ariffin (2016). These questions were inspired by student-generated experiential learning 

activities based on research by Dyson et al.  (2008) that used experiential learning (Kolb, 1984). On the other 

hand, data from the interviews were analysed by utilising the thematic analysis method (Braun and Clarke, 

2006), and organised by NVivo software. Some examples of semi-structured questions that were used for this 

study were as follows: 

• How did the students utilise mobile devices for activities related to STEM mobile learning   

student-   

   generated content? 

• Which benefits of mobile learning the STEM student-generated activities are  

  in the process of learning STEM subjects? 

• What difficulties did students face when carrying out these student-generated mobile learning  

   activities for STEM subjects? 

Participants in this study should have a subject associated with one of the STEM fields (science, 

technology, engineering, or mathematics). Consequently, all participants from 18 different focus groups and 

10 universities located in Malaysia contributed to the study voluntarily. In a nutshell, 123 students 

participated in phase one, whereas 116 students participated during the stage before SGA. Figure 2 shows the 

research process. In this study, the fields of study associated with STEM included Health Promotion,  

E-Commerce, Multimedia, Artificial Intelligence, IT & Society, 3D Animation, Computer Science, and 

Weight Lifting. Likewise, subjects such as Bio-Chemistry, Game Design, Robotics, Multimedia, Education 

Technology, Discreet Math, Health Promotion Rehabilitation, Cosmetic Engineering, and Structured 

Programming, were also included. 
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Figure 2. Various Stages of Research in STEM Fields 

This article elucidated the findings of a study that focused on the perspectives of students, who 

participated in mobile learning for STEM courses at universities in Malaysia. These phases included Phase 1, 

which took place before the students participated in content activities. Furthermore, Phase 2 took place after 

the students participated in multimedia activities. During this round of activities, the students created  

STEM-related multimedia content. 

2.2 Thematic Analysis Process 

A series of repetitive steps, whereby the meaning of data was analysed and interpreted in developing the 

theme analysis (Myers & Avison, 2002). The factors were extracted from the data through a method, known 

as theme analysis. Braun and Clarke (2006) emphasised that to conduct thematic analysis, one should be 

familiar with the transcripts, initialised the code, and grasp the topics. Additionally, the participants’ 

responses were collected by an audio recorder. The researcher provided a Malay language transcription of the 

audio (Bahasa Melayu or Bahasa Malaysia). To produce an accurate transcription, the researcher needs to 

listen to the audio recorder more than once. The original recording was in Bahasa Malaysia and translated 

into English language. Furthermore, the codes were identified from the interview statements. Consequently, 

if required, the combination of codes was categorised and reorganised in developing the themes (Saldaña 

2009). Likewise, Auerbach and Silverstein (2003) came to a similar conclusion, stating that the coding 

phases were nonlinear processes that might reverse, bringing about changes in coding, and theme processes 

as topic generation moves forward. Modifying the topics aligns with how the data may be interpreted, and the 

study corresponds with the thematic background (Braun & Clarke 2006). Finally, the mobile learning 

findings were organised into a few broad categories, and topics from which the factors or themes were 

derived.  

3. FINDINGS 

Table 1. Framework of Emerging Factors from the Best Practises 

 Emerging Factors from the Research 

1 Affordances of mobile devices for individual use and consumption 

2 Affordances for educational usage 

3 Challenges of mobile phones for education 

4 Affordances of mobile learning, particularly for SGA 

5 Mobile learning achievement 

6 Opportunities and requirements for overcoming challenges associated with mobile learning 

7 Usability of mobile devices 
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3.1 Affordances of Mobile Devices for Individual Use and Consumption 

The first aspect that was discovered was referred to as ‘affordability for personal usage of mobile devices’. 

This element showed that mobile devices could be utilised for daily activities and according to participants’ 

lifestyles, notably in the multimedia function of mobile devices, and utilisation of social media for 

communication purposes. Some examples were: 

“Because I enjoyed making video calls, WhatsApp programme was one of my favourites to use.”  

(Pre, FG13, S3) 

3.2 Affordances for Educational Usage 

This topic focused on the significance of mobile devices in education, highlighting their wide range of 

applications, in particular blended digital online learning, and application of social media platforms for 

educational reasons. An example: 

“YouTube, Google Chrome, and Google Translate are the three Google products I used constantly.” 

(Pre, FG2, S13) 

3.3 Challenges of Mobile Phones for Education 

This topic focused on the challenges that arise while attempting to use mobile phones for educational 

purposes, and access digital content while participating in educational activities. An example: 

“The price is high, but with the quota and internet speed that does not make it worth it.” (Pre, FG9, 

S6) 

3.4 Affordances of Mobile Learning, Particularly for SGA  

The fourth consideration was ‘affordability of mobile devices for mobile learning’, particularly concerning 

SGA. Within this topic, participants reaped the benefits of the influence and results that mobile learning 

content created for student-driven activities. After participating in SGA, the participants showed vital 

awareness of using mobile learning in STEM than their understanding before participating in SGA. An 

example: 

“Makes it easier for the learner to gain knowledge through the process of revising or completing 

assignment.” (Post, FG9, S3) 

3.5 Mobile Learning Achievement 

Additionally, ‘mobile learning achievement’ emerged as the fifth criterion. This topic presented the results of 

mobile learning digital content generation based on SGA that used the multimedia capabilities of mobile 

devices. An example: 

“The video was such a pleasant and enjoyable experience.” (Post, FG4, S3) 

3.6 Opportunities and Requirements for Overcoming Challenges 

The phrase ‘opportunities and requirements for solving mobile learning challenges’ is the sixth factor. This 

issue focused on the prospects and opportunities that mobile learning presents for lowering the barriers to 

mobile learning. This was by giving students more agency in creating digital material by utilising mobile 

devices multimedia capabilities. An example: 

“… I can do it.” (Post, FG7, S4) 
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3.7 Usability of Mobile Devices 

The capacity to use mobile devices is the seventh criterion to consider. Users discussed their difficulties and 

worries regarding usability issues while using mobile devices to participate in SGA. This topic emphasised 

the significance of mobile devices practical use for educational purposes. Some examples were: 

“Doable for anybody and everyone.” (Post, FG4, S6) 

“It is a form of independent study that may be done at any time and in any location. Mobile learning allows 

us to obtain information even if we stay in an unfamiliar location without the need to locate the information 

in a book.” (Pre, FG7, S6) 

“...via mobile learning, everyone has the same rights to get this mobile learning since it is 

accessible, and that there are no restrictions to the boundaries for you to gain the education and 

access information.” (Post, FG5, S1) 

4. DISCUSSION 

This section discusses the contribution of mobile learning best practices for STEM in a developing country, 

such as Malaysia (Yin, 2018). Furthermore, this study shed light on the fact that mobile learning 

encompasses a broader range of topics, including those in the STEM domain when applied in a local, 

regional setting. On the other hand, this study utilised the experiential learning approach (Kolb, 1984) for the 

development of a sustainable mobile learning environment in the production of multimedia digital content 

that embeds to improve the learning of STEM subjects within the context of case studies in Malaysian 

universities. 

4.1 Students Empowerment Implementation 

According to the study findings, the students felt more equipped to work on their projects amongst other 

students when they utilised mobile devices for SGA learning from experience (Crompton & Traxler, 2016). 

The students were more engaged rather than sitting passively, and produced projects of high levels for 

subjects related to STEM. As a result of developing the digital content for their group assignments, they 

improved their knowledge in the respective subjects, and acquired skills in creating digital multimedia 

(Dyson, 2016; Tang et al., 2021). Additionally, as part of their work assignments, the students should create 

STEM-related digital multimedia content for the projects. Consequently, they had a more profound 

comprehension of complex topics, such as STEM as a result of working on the projects using SGA approach 

for local universities in the Malaysian context. 

4.2 Bring Your Own Device (BYOD) for Student-generated STEM Activities 

The students acquired the role of digital content creators for the entire SGA when ‘bring your own device’ 

(BYOD) strategies were implemented. This study enlightened them that they might become digital content 

creators with relatively little guidance from their instructors (Ariffin, 2016). Nevertheless, they produced 

high-quality STEM digital content using BYOD by working collaboratively with their group. This study also 

found that the students had a greater awareness of using their own mobile devices, such as smartphones, for 

access to educational purposes (Mutambara & Bayaga, 2021). In particular, the students were more aware of 

using their mobile devices for SGA in STEM subjects.  

5. CONCLUSION 

In this research, mobile learning elements garnered from students’ perspectives in Malaysia gave new 

insights. Specifically, this research focused on mobile learning SGA for STEM in developing countries 

within Malaysian universities. The students benefited from the BYOD policy, as it made the subject matter of 

STEM more meaningful and easier to comprehend. Future research could investigate other fields, such as 
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creative industries for SGA.  Likewise, SGA involves creativity, and therefore, phenomena in STEM topics 

related to IR 4.0 and creative industries may be further researched.   
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ABSTRACT 

The increasing technological development of computers, tablets and smartphones has enabled a rapid increase in the 

adoption of mobile technology for language teaching and learning, and numerous applications that provide easy access for 

any learner without limitations of place and time have been developed. This paper shows the study of grammatical treatment 

using corrective feedback supported by mobile applications. The study subjects were first-level students of the language 

institute, where a control and experimental study was carried out. The experimental group was evaluated with paper-based 

assessments and the control group with the Canvas mobile application. Subsequently, a statistical analysis was performed 

for data analysis. The results show that there was a 4.9% improvement in the grades of students who used the application 

and received corrective feedback. 

KEYWORDS 

Corrective Feedback, English Learning, Mobile Applications 

1. INTRODUCTION 

During the last decades, technological development has grown at an impressive pace, and this has led to 

portable devices being increasingly equipped with a variety of applications and WIFI access. Therefore, the 

use of smart mobile devices is becoming more and more widespread in the population, as the mobile Internet 

develops (Zou & Li, 2015). Nowadays, students have easy access to more advanced functions in the use of 

mobile technologies and can use applications for education, including language learning. They are experienced 

in using online tools and learn by interacting, creating, editing, commenting and sharing documents and ideas, 

which is highly beneficial due to the unique characteristics of mobile applications: interactivity, ubiquity and 

portability(Abdel-Reheem Amin, 2020)(Kacetl & Klímová, 2019). Mobile technology has been found to play 

an important role in learning English, and many countries are investing in ICT-enhanced educational projects, 

mainly due to the current English language scenario (Irudayasamy et al., 2021). 

In addition, there has been a rapid increase in the implementation of mobile technology for mobile-assisted 

language teaching and learning, which is why numerous applications have been developed to provide easy 

access for any student, without limitations of place and time (Zhang & Yu, 2022)(Gangaiamaran, 2017). 

Several Google applications have been developed for the learning and teaching of foreign languages, and it has 

been proven through various researches that the appropriate use of these applications improves the English 

level of students (Abdel-Reheem Amin, 2020)(Chen, 2016). It should be considered that most students use 

mobile devices mainly for entertainment and communication. To teach the new generation called digital 

natives, teachers must know how to motivate and adapt these digital resources for language learning, instead 

of prohibiting the use of tablets or smartphones (B.-T. Wang, 2017). 

The use of this technology and online resources contribute to the teaching and learning of foreign languages. 

However, there are still many challenges to be faced regarding the use of these tools in the classroom (Guaqueta 

& Castro-Garces, 2018)(Zou & Li, 2015). One of the reasons is that most existing applications have not been 

developed from a pedagogical point of view, due to the gap between application developers and language 

teachers. It has been found that there are still limitations in several applications for grammar treatment in error 
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recognition, and also that feedback in grammar processing is not fully efficient (Ferreira & Kotz, 2010). In the 

writing process, it is quite common for students to make mistakes because writing is not a skill that is naturally 

acquired; it is usually learned or culturally transmitted as a set of practices in instructional settings (Marzban 

& Arabahmadi, 2013). On the other hand, the process requires the management of grammatical competence 

that involves the correct use of verb tenses, connectors, prepositions, among others, and many times these 

parameters have not been fully assimilated by students before undertaking academic writing processes (Ortiz 

et al., 2019). Feedback is one of the most important tasks of teachers. However, it is time-consuming because 

of the need to respond to the different expressions of learners who make an error and to provide correct 

metalinguistic information about the nature of the error (Septiana et al., 2016)(Ellis et al., 2009). Corrective 

feedback is used to provide information about the correctness of the students' expressions and provide them 

with the correct answer (Hashemifardnia et al., 2019). 

There are some applications for learning English supported by using mobile applications, but most of them 

have not been validated or tested. Several studies have shown a positive relationship between perceived 

usefulness and the intention to continue using language learning applications (X. Wang et al., 2022), allowing 

a new pedagogical approach with the use of applications, so that teachers play the role of facilitators and thus 

increase the level of participation of students and teachers. 

This paper shows the study of the corrective grammatical treatment of English, with corrective feedback 

supported by mobile applications, for which an evaluation was developed using the Canvas mobile application. 

The study subjects were first-level students of the language institute, most of them have an elementary 

knowledge of the English language that was learnt in school and high school. where a control and experimental 

study was carried out. The experimental group was evaluated with paper-based assessments and the control 

group with the Canvas mobile application. Subsequently, a statistical analysis was performed to obtain the 

percentages of improvement with the use of mobile applications. 

2. PREVIOUS CONCEPTS 

2.1 Corrective Feedback 

Corrective feedback is defined as the set of comments provided to students on their production or 

comprehension of the second language. Its effectiveness and influence on learning has been investigated in 

recent years in relation to the impact of corrective feedback on students' responses (Li & Vuono, 2019). There 

are studies that show great acceptance of corrective feedback in learning English grammar due to its 

contribution to error correction. Providing corrective feedback comments improves grammar learning more 

than vocabulary learning. The success of the influence of corrective feedback on learning lies in the flexibility 

and adaptability of the feedback and, above all, its alignment with the linguistic objectives of academic 

progress(Van, 2022). In addition, different types of corrective feedback are verified, but in this paper, corrective 

feedback will be considered: positive, self-corrective and metalinguistic feedback. 

2.1.1 Corrective Feedback 

This type of corrective feedback aims to highlight the error made by the learner immediately through written 

comments that are received visually, and it focuses on improving the written language skills of the second 

language (Li & Vuono, 2019). Written corrective feedback is aligned with writing improvement, as it focuses 

on particular errors that students make the most, as well as giving attention to individual needs (Lee et al.,  

2021). Previous studies show that teachers should pay close attention to the feedback they provide to their 

students, as this can have a great emotional and motivational impact on them (Liu et al., 2022). Corrective 

feedback can also be positive, through comments that praise correct responses (Bagheri & Rassaei, 2021). 

2.1.2 Metalinguistic Corrective Feedback 

This type of corrective feedback is provided after the student has made the error, and it consists of providing 

key words that guide the learner to identify the location of the error, motivating self-correction (Li & Vuono, 

2019). There are two types of metalinguistic feedback. The first one uses error codes consisting of abbreviated 

phrases or words representing the different types of errors, which can be located next to the error or at the end 

of the line. The second one is based on explaining the error to the learner. These types of metalinguistic 
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feedback allow students to diagnose their grammatical inaccuracies and indirectly induce explicit learning of 

the second language. In both types of feedback, it is important that students first identify the error and then 

correct it. 

2.1.3 Self-Corrective Feedback 

The teacher motivates students to pay attention to the answers provided and gives them enough information to 

correct their mistakes, so that they have the opportunity to actively participate in self-correction (Bagheri  

& Rassaei, 2021). Self-corrective feedback allows students to benefit from correcting their own errors, and it 

can be done orally or in written form. The fact that students benefit from feedback allows them to become  

self- regulators and monitors of their own learning progress (Kingston Pal Thamburaj et al., 2020). 

2.2 Mobile Learning 

The term "mobile" comes from the word mobility, which in learning refers to the ease of access a student has 

to learn anywhere using a mobile device. Currently, the positive attitude, the predisposition, and the intention 

of the students to continue using the applications on cell phones in the learning process is evident. Mobile 

learning has become an indispensable tool for students and teachers, boosting their level of self-confidence and 

the ability to stay motivated to meet their academic goals (Huang & Chueh, 2022)(Sanda & Klimova, 2021). 

2.3 Canvas 

Canvas is an LMS Online platform or learning management system (LMS), which has been adopted lately by 

several universities in the USA and Canada that are interested in the teaching and learning process, 

incorporating pedagogical principles and development-based active learning. Its functionality is based on the 

cloud and the support it provides to initiate new models of learning and personalized education, allowing 

teachers and students to have access to all the notes. The teacher is allowed to invite students to join the 

activities in Canvas, manage their content, review the summary notes individually and in general, and thereby 

identify students with learning needs(Duin & Tham, 2020). The Canvas LMS mobile application is flexible, 

reliable, adaptive, and intuitive. It also provides accessibility from any iOS or Android device, without the need 

for a desktop or laptop. All you need is a smart device and an Internet connection via Wi-Fi or a data plan, and 

it is available in both free and paid versions. 

2.4 Applications for Grammar Learning 

Current technology offers multiple applications to support English language learning. One source for 

downloading is Google Play Store, but before using an application, it is important to analyze its effectiveness 

by analyzing the following aspects: connection to the curriculum, feedback, performance, authenticity, 

friendliness, and dynamism (Kingston Pal Thamburaj et al., 2020). The use of mobile applications for learning 

does not replace the grammar learning process, on the contrary, they become a complement that seeks to 

prolong the efficient knowledge of students. According to previous studies, it is important to use authentic 

applications for grammatical learning with exercises and corrective feedback, which allow students to be 

actively involved in their academic process by correcting their mistakes(Guanuche et al., 2021). 

2.5 ICT in Education 

Technology has been present in English language learning since the 1940s, even though the current availability 

of openness in place and space did not exist. The advancement of technology in smartphones allows them to 

be increasingly closer to people in different areas, such as social, learning, entertainment, among others. Thus, 

English language learning has also been influenced by the use of ICTs, encouraging teachers to examine their 

methodologies and adapt them to the needs of students in an effective way (Kingston Pal Thamburaj et al., 

2020). The use of ICTs in education seeks personalized learning, with constructivist approaches that provide 

resources available to teachers and students at any time or place, and above all, that motivate academic progress 

through the use of technologies connected to reality and the needs of students (Putri et al., 2021). 
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3. STUDY CASE 

For the design of the application, it was considered that: it should be user friendly and have an intuitive 

interface. Four types of questions were selected according to a previous study: (Fill in the blanks, Simple 

multiple choice, Sentence structuring and Complex multiple choice). For the development of the application, 

the following actions were carried out. “Figure. 1” shows the scheme that was used 

 

Figure 1. Design application 

3.1 Study of the use of Mobile Applications for Learning 

Figure 2 shows the survey answered by teachers to find out if they use mobile applications for the English 

language learning process, or if they would like to use them in different activities of the learning process. This 

was done to obtain real data and to plan training if necessary. It is important to mention that the data about 

preferences for ICT tools for grammar learning was taken from the experimental and control group. 
 

Figure 2. Survey on the use of applications answered by teachers. 

The results show that 76.4 % of teachers use mobile applications for English language learning, while 23.6 

% want to use such tools. Subsequently, the same survey was applied to UPS students to find out in which 

skills the applications are being used. The results are shown in Figure 3. 
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Figure 3. Survey on the use of applications answered by students 

The results show that students use mobile devices to complement their studies, thanks to the easy access 

and availability of applications on the web. An average of 35% of students want to use this technology 

3.2 Selection of Topics and Grammar Exercises 

The grammatical topics selected correspond to the twelve units of the Cambridge textbook that are studied in 

the first level. Each unit reviews two grammar contents, so in the Canvas application four types of exercises 

were created for each grammar topic, with five items for each exercise. The exercises used were: Fill in the 

blanks, Simple multiple choice, Sentence structuring and Complex multiple choice. The selection was based 

on the review of exercises used in international examinations, and on the evaluations taken at the institution 

where the study was conducted. The classroom visits revealed that each course is large, with approximately 40 

students in each, which makes it almost impossible for the teacher to provide effective feedback to all students. 

It was observed that most teachers use explicit collective feedback. The teachers who participated in the study 

have knowledge in mobile learning. 

The study was conducted with 34 students and the questions with corrective feedback were automatically 

evaluated in CANVAS, as shown in Figure 4, where a simple multiple-choice question that was answered 

correctly can be seen. To analyze the characteristics and the grammatical contents for the corrective treatment, 

the questions were asked according to the analytical plans used in English classes. 

 

Figure 4. Positive Feedback Model: Correct answer. 

Figure 5 shows that the student's answer was incorrect, and CANVAS automatically performed the  

self- corrective feedback. Thus, the student was able to know that his answer was incorrect and received an 

explanation about the error made. 
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Figure 5. Self-corrective Feedback Model: Incorrect answer 

3.3 Evaluation of the Methodology 

Results of the proposed evaluation through the use of applications to the students of the first level of English, 

subsequent evaluation, and analysis of the results. The learning progress was evaluated by the obtained results 

of the grammar contents learnt in the different units of the study. 

Table 1. Percentages according to each type of exercise 

 Control Experimental 

Fill in the blanks 74.6% 78.8% 

Simple multiple choice 
Sentence structuring 

82.7% 
69.7% 

90.1% 
73,1% 

Complex multiple choice 79% 83.9% 

Improvement between contr 
  and experimental  

76.5% 81.4% 

 

Table 1 shows the results control vs. experiment, and it can be seen that the experimental group had a 

significant average improvement of 4.9% with respect to the control groups, analyzing six units with different 

topics, according to the university's own analytical plans. These results validate the use of the application and 

the benefits of using applications for learning English grammar. It should be emphasized that the results were 

obtained from the evaluations made to several groups with different topics and were analyzed considering the 

type of question, since students have a certain preference, and they are also more didactic when using the 

application. 

After using the application and evaluating it, a survey was conducted with the students of the regular course 

and those of the intensive course to find out their preference for doing the exercises, as shown in Figure 6. 

 

 

Figure 6. Preference for doing exercises 
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The results show an average preference of 68.6% for teaching methods using apps. Some 22.4% prefer to 

use applications in combination with paper and only 9% want to continue using traditional teaching methods. 

The results show that the use of the Canvas application and corrective feedback contributed to grammatical 

learning during the six units studied. In addition, a greater tendency to make grammatical errors in question 

formulation and less in sentence structuring was identified. At the linguistic level, better learning results were 

reflected in the morphological area and less impact in the syntactic area. This differentiation of results is 

attributed to the fact that students show more difficulty in correctly structuring the components of sentences 

and questions in the foreign language, which for this study was English. 

4. CONCLUSION 

The use of applications as online learning tools, together with good teacher guidance, can significantly improve 

language learning, as well as improve student motivation thanks to the advantages of using mobile applications 

(adaptability, ease, mobility, interactivity, accessibility, interactivity, and cost). 

The research results show that mobile technologies for language teaching are increasing significantly.  

In addition, teachers and students use different technologies to complement the process of teaching and learning 

English inside and outside the classroom. 

The control vs experiment results show that the experimental group obtained an average significant 

improvement of 4.9% compared to the control groups. This is because, thanks to the use of mobile applications, 

the strategies used for learning English have been transformed, and now students can determine when and 

where to learn using online resources. 
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ABSTRACT 

This paper discusses the distribution, through a digital datacasting framework, of mathematical resources for Grades 1 to 7 

to two schools in a community in the Philippines. Among the mathematical resources made available, are mathematical 

applications (apps), which run on mobile technologies, that have been created to help in the mathematical learning of 

students in a remote setting. The distribution is facilitated by the RuralCasting set-top box, a developed custom set-top box 

capable of receiving digital TV broadcasts and providing local content access through its Wi-Fi network. This paper 

presents the performance of the set-top box in distributing the mobile mathematical apps, and a short discussion on the 

mathematical applications deployed. 

KEYWORDS 

Mobile Technology in Teaching Mathematics, Datacasting, Mathematical Apps 

1. INTRODUCTION 

In the Philippines, based on the National ICT Household Survey (Department of Information and 

Communications Technology, 2019) only about 17.7% of households have access to the internet. As such, the 

Philippine Department of Education’s, blended learning approach during the time of the Covid-19 pandemic, 

focused largely on non-internet sources such as printed modules, radio and television. There was a need to 

explore alternative avenues for the delivery of information and resources for teaching and learning. The 

Department of Science and Technology- Philippine Council for Industry, Energy and Emerging Technology 

Research and Development (DOST-PCIEERD) and the Department of Science and Technology - Advanced 

Science Technology Institute (DOST-ASTI) led an initiative aiming to develop technologies that maximize the 

use of the UHF spectrum (e.g., the use of TV whitespaces for LTE mobile broadband services, use of digital 

TV datacasting framework) for the deployment of information. 

This paper discusses the results of a project under this government initiative, where the datacasting 

capabilities of the ISDB-T Digital TV standard adopted by the Philippines has been maximized by sending 

different file formats furthering the cause of distance learning and contributing to the availability of educational 

resources in areas and communities where internet infrastructure is unreliable or non-existent. In particular, a 

custom set-top box was developed that was able to receive the usual TV programming, along with the attached 

data content, providing multiple users access to the content thru Wi-Fi, and return information back using 

alternative transmission methodologies. 

One of the resources that were distributed through the set top box were mathematical applications (apps) 

that run on mobile technologies. Even before the Covid-19 pandemic, there has always been the need to provide 

support for the mathematics education of Filipino learners. The challenges of achieving the twin goals of 

mathematics education, as explicated by the Department of Education (2016) are well-documented (Bernardo 

& Limjap, 2012; Verzosa & Vistro-Yu, 2019). Although the twin goals of mathematics education are critical 

thinking and problem solving, mathematical learning in the Philippines is still characterized by rule-based 
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methods and rote memorization (Verzosa, 2020). Further, a large number of Filipino students perform poorly 

in mathematics assessments that demand higher levels of cognitive thinking (Schleicher, 2019). The problem 

was exacerbated by the Covid-19 pandemic where students were not with their teachers, and remote learning 

was mostly done through modules, especially in the areas without internet. In this connection, mathematical 

applications were developed by the math group of the project team. These were interactive, engaging, easy to 

use with limited supervision, and were designed to address learning competencies prescribed by the 

Department of Education. One venue of distribution for these mathematical apps is through the set-top box and 

can be easily downloaded by the parents and students. 

The use of datacasting technology for educational delivery to under-resourced communities has already 

been trialed elsewhere. Recently, in the United States, due in part to the disruption of onsite classes brought 

about by the COVID-19 pandemic, SCETV, South Carolina state’s public educational broadcasting network 

(South Carolina ETV, 2020), and Pennsylvania PBS, a public television organization (Pennsylvania PBS, 

2020), have pioneered a pilot project to explore how the datacasting technology can address the digital divide 

by providing learning content to students without home internet access. Although datacasting is not meant to 

take the place of broadband internet, its potential to provide an equitable solution using a well-established 

technological infrastructure to access online educational materials without home internet connection is 

boundless. 

2. CONCEPTUAL FRAMEWORK 

2.1 RuralCasting 

The RuralCasting system mainly utilizes Wi-Fi technology to distribute the educational resources that are 

normally unavailable to users without the internet. As shown in Figure 1, the set-top box can be accessed using 

any Wi-Fi device or using the set-top box itself as a stand-alone unit. When accessed through the Wi-Fi 

network, multiple users will be able to download, view, and stream the content made available offline. The 

content can also be updated periodically using the datacasting transmission. 

The contents, namely, the applications, videos, text files, images will be locally stored in the set-top box. 

A lightweight learning management system like Moodle and Canvas but specifically for the RuralCasting  

set-top box, named Edukastv was created. In Edukastv, the content creators or teachers can upload their subject 

outline, reading modules, quizzes, etc. for the students to access. 

 

 

Figure 1. RuralCasting system overview 

Users connect to the RuralCasting’s Set-Top Box Wi-Fi network and will be able to access the RuralCasting 

Portal (Figure 2a). Once connected, the user can then navigate through the services hosted by the Set-Top Box, 

such as Edukastv, Math Applications, and videos on Financial Education produced by the Bangko Sentral ng 

Pilipinas (BSP). The Set-Top box also hosts an instance of DOST’s Science and Technology Academic and 

Research-Based Openly Operated Kiosk (STARBOOKS) (Figure 2b). 
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Figure 2. (a) RuralCasting Portal; (b) Edukastv page  

For the users to access the mathematical mobile applications, they will need to be connected to the set-top 

box’s Wi-Fi, go to the rcast.local page, and navigate the portal to the Math Applications page. The page will 

display all the available mathematical mobile apps available for download. An instructional page is also 

available for the users shown in Figure 3.  

 

 

Figure 3. Instructional guide in installing the mobile app 

The teachers can incorporate the apps into their learning modules in Edukastv as shown in Figure 4(a). 

Since the mobile apps have been curated for the learners’ grade level, the teachers will have an easier time in 

assigning the appropriate mathematical concept for their learners. Accompanying the mobile apps are other 

related resources such as teaching guides, student worksheets, or instructional videos that have been developed 

through the project. Examples or models for different grade levels on how the apps and these resources can be 

integrated and organized in Edukastv are also provided to the teachers as shown in Figure 4(b-c).  
 

     
(a)                                                                          (b) 
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(c) 

Figure 4. (a) Incorporating the mobile app in Edukastv; (b-c) Organizing mobile apps and other educational resources 

(e.g., videos, teacher’s guide, student worksheet) in Edukastv 

2.2 Mathematical Applications 

The mobile mathematical applications have been designed and developed for Grades 1-6 but can also be used 

for Grade 7. The applications focus on place value, fraction number sense, and number sense strategies. All 

these concepts are tied to the understanding of number magnitude, which provides a unifying framework for 

mathematical understanding (Siegler et al., 2011). Examples of apps that have been developed by the project 

are Catch the Carrot (Verzosa et al., 2021a) and Grid Game (Verzosa et al., 2021b).  
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5. Screenshots of Catch the Carrot consisting of different levels such as  

(a) whole numbers, (b) integers, (c) decimals, and (d) fractions 

Catch the Carrot is a number line mobile app designed to develop students’ knowledge of whole number 

and fraction magnitude, which are important predictors of later mathematical achievement (Siegler, 2016). In 

the app, a segment of a number line is shown, and students need to estimate the location of a given number on 

the segment. For example, in Figure 5(a), the segment is from 0 to 100, and the given number is 74. The student 

then needs to indicate the location of 74 on the number line. After the student enters a response, by tapping or 

clicking on the number line, a carrot appears and falls into a basket if the student’s estimate is close enough. 

Different levels and challenges are present in the app. Students may choose to play with integers (Figure 5(b)), 

decimals (Figure 5(c)) or fractions (Figure 5(d)). 
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On the other hand, Grid Game is an app aimed to develop conceptual place value (Ellemor-Collins  

& Wright, 2011). The app shows a starting number and a target number (Figure 6(a)). The student needs to 

click on the buttons so that the starting number reaches the target number. In higher levels, the student must 

perform the task in the minimum number of moves. There is also an option to work with higher levels of 

abstraction through a blank grid (i.e., a grid with no numbers) as in Figure 6(c) or through no grid at all  

(i.e., only the starting and target numbers are shown) as in Figure 6(d). 

As further detailed by Verzosa et al. (2021a, 2021b), both Catch the Carrot and Grid Game are based on 

research in mathematical learning and are aimed to promote mathematical reasoning and visual thinking so 

that children can learn to think independently. Both apps also contain various levels to address official learning 

competencies across the elementary mathematics curriculum. Further, both apps have been designed with 

careful integration of educational game design principles. This has been intentionally done to maximize the 

apps’ potential not only in the classroom or in online synchronous classes but also for students’ independent 

and regular use. Specifically, Catch the Carrot has been designed following the Game-based Learning Design 

Model (Shi & Shih, 2015) where 11 interrelated game-design factors are considered. Meanwhile, the game 

design of Grid Game conforms to the Educational Games Design Model (Ibrahim & Jaafar, 2009), which 

focuses on game design, pedagogy, and learning content modeling. 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 6. Screenshots of the Grid Game consisting of different levels such as (a) whole numbers, (b) decimals,  

(c) integers with a blank grid, and (d) decimals with no grid (for increased abstraction) 

The full set of mathematical apps developed by the project can be found on the website 

https://mathplusresources.wordpress.com/. As is the case with Catch the Carrot and Grid Game, all the 

mathematical apps found therein have been developed based on research in mathematics education and with 

due consideration to their alignment to the official curricula of the Philippines’ Department of Education 

(DepEd, 2020). The design and development of apps that are game-based or gamified also follow educational 

gaming principles that have been corroborated in literature on technology in mathematics education. All the 

grade school level apps found in the aforementioned website are included in deployments via the RuralCasting 

system. 

3. METHODOLOGIES 

The mathematical applications were deployed by the team to two elementary schools: San Andres Elementary 

School and Madilaydilay Elementary School in the province of Rizal, Philippines.  Location was a crucial 
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component in choosing the schools; the team had to identify schools with low interference in television 

frequencies for RuralCasting. The deployment had the full support of the Department of Education School 

Division Office of Rizal, which facilitated the cooperation of school administrators and teachers. Community 

officials also provided assistance. Meetings were held between the project team and the officials of the school 

division office, and the school administrators and teachers for the onboarding process. The math project team 

met with mathematics teachers of both schools and gave them webinars on the use of the mathematical 

applications. 

During deployment, the team devised instructions and scenarios where the participants will be able to access 

the services, and simultaneously browse and download the applications. The team then tested the maximum 

number of participants able to smoothly access, stream, and download the content from the RuralCasting  

set-top box. Also, after downloading the mathematical applications, feedback on the applications (Figures 5 

and 6) were gathered. Improvements were done on the mathematical applications based on the feedback. For 

example, an opportunity for improvement shown in Figure 7 is the integration of audio feedback, which was 

later on incorporated into the app. Further, the lack of instructions was identified as a weakness. Thus, some 

video demonstrations of the application were made to accompany the application. 
 

   
Figure 7. Sample SWOT analyses 

4. RESULTS AND DISCUSSIONS 

In Table 1, it is shown that issues arose when there were more than 15 devices connected and utilizing the  

Wi-Fi network simultaneously. The mathematical applications that were given for transmission testing in 

RuralCasting worked perfectly and were compatible with the set-top boxes (Table 2). 

In Table 2, it is shown how the set-top box performs in terms of distributing the mobile mathematical 

applications with respect to the increase in participants. As shown, it is observed that the participants have no 

problems in downloading, installing, and using the application. But issues such as delays in downloading and 

awaiting the pop-up for the device were observed once more than 15 participants simultaneously accessed the 

custom set-top box. Fortunately, once fully downloaded, the application was successfully installed and was 

fully utilized. 

Table 1. Maximum users, activities, and remarks per set-top box 

No. of 

Participants 

Wi-Fi 

Connected 
Browsing Streaming Downloading Remarks 

5 5 5 5 5 
all were able to connect, browse, stream, 

and download the available content 

10 10 10 10 10 
all were able to connect, browse, stream, 

and download the available content 

15 15 10 10 10 
all were able to connect, browse, stream, 

and download the available content 

18 16 14 13 15 

some were not able to connect, some had 

issues loading the webpage, some had 
difficulty in downloading the app 
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Table 2. Example of app performance with respect to participants and experience 

MathPlus App No. of Participants Remarks 

Catch the Carrot 

10 
app successfully downloaded from the set-top box, installed 

in an Android device, and used the app 

15 
app successfully downloaded from the set-top box, installed 

in an Android device, and used the app 

18 

not everyone successfully downloaded the app from the  

set-top box, others had a delay in the download, but once 

successfully downloaded the app was successfully installed 

and utilized 

Grid Game 

10 
app successfully downloaded from the set-top box, installed 

in an Android device, and used the app 

15 
app successfully downloaded from the set-top box, installed 

in an Android device, and used the app 

18 

not everyone successfully downloaded the app from the  

set-top box, others had a delay in the download, but once 

successfully downloaded the app was successfully installed 

and utilized 

5. CONCLUSION AND OUTLOOK 

This paper discusses the deployment of a customized set-top box capable of distributing offline content thru 

Wi-Fi. The resources offered from the set-top box range from images and texts to videos and Android 

applications. The users have been able to connect their personal Wi-Fi devices successfully and to navigate 

through the RuralCasting Portal. The contents have been successfully downloaded, installed, and utilized 

simultaneously by up to 15 participants during the technical demonstrations in the targeted sites in Rizal, 

Philippines.  

The deployment continues in the current school year, where more schools in remote areas in the Philippines 

are identified to have access to set-top boxes with more educational content. A point of consideration and 

improvement in the set-top box is the testing with the participants of the return channel feature that allows 

information to be returned to the teachers (e.g., grades, scores, feedback from explorations with apps). This 

will provide valuable information to the teachers, and thus offer a mechanism for an alternative communication 

system to these areas without internet access.  

This school year as well, the Philippines’ Department of Education is implementing a “back-to-basics” 

program in reading and mathematics as part of a learning recovery endeavor to address the serious learning 

gaps among school children who have been locked down and only learned remotely during the two years of 

the pandemic. The mathematical apps that have been developed in this project are envisioned to contribute 

towards this purpose. Part of the outlook for the school year is to conduct studies in the areas of deployment 

with respect to the effectiveness of the apps in addressing the learning of the students. 
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ABSTRACT 

This paper discusses the Just Keep Solving apps that are designed based on deliberate practice model for developing 
mathematical skills. Features of deliberate practice include well-defined goals involving areas of weakness as determined 
by a knowledgeable other such as a teacher. The integration of game design features provides a positive environment 
wherein the learning goals critical in a deliberate practice model are emphasized. Possible strategies for integrating the apps 
in a classroom are also discussed using Hughes, Thomas and Scharber’s RAT (Replacement, Amplification, 
Transformation) framework. The games can replace traditional pen-and-paper classroom activities, amplify learning by 
personalizing a student’s experience and providing opportunities for deliberate practice, and transform instruction from 
being teacher-centered to student-centered. 

KEYWORDS 

Mobile Technology in Teaching Mathematics, Mathematical Apps, Drill-and-Practice 

1. INTRODUCTION 

In school year 2022-2023, the Department of Education (DepEd) in the Philippines implemented the gradual 
transition to the in-person learning modality after purely distance learning due to the Covid 19 pandemic. The 
DepEd developed the Basic Education Learning Recovery Plan to guide schools in addressing learning gaps 
brought about by the pandemic (DepEd Memo 664, 2022).  Under a government-funded project Mathematical 
Resources for Distance Learning Utilizing Community LTE Networks and Television Frequencies, the authors 
collaborated with local DepEd school divisions to deliver mathematical content that included mathematical 
applications (apps), teaching guides/instructional videos, and performance tasks or activity sheets that are 
distributed not just through the internet but also through community LTE networks (De Las Peñas et al., 2022) 
and  local networks powered by datacasting technology (De Las Peñas et al., 2023).  The mathematical apps 
were designed to address the Most Essential Learning Competencies (MELCs) prescribed by DepEd (DepEd, 
2020) as well as to help narrow the existing learning gaps on particular competencies determined by the school 
administrators and teachers. 

The apps have also been developed to be compatible with the use of mobile technology, which offer 
additional advantages. First, given the growing popularity and access to mobile technology (e.g., smartphones, 
tablets) in the Philippines, majority of the project’s apps are compatible with a large range of Android devices 
and have relatively small storage requirements. Secondly, the use of mobile technology can potentially improve 
the learning opportunities and experiences of students. The portability and convenience of mobile devices mean 
that students use them more often (Norris et al., 2011). Consequently, students become capable of personalizing 
their learning experiences (Shuler, 2009) because their mobile devices are available for use even outside the 
classroom and/or without the supervision of their teachers. 

This paper discusses two particular mathematical apps, namely Just Keep Solving and Just Keep Solving 2, 
that focus on linear equations and inequalities, and statistics and probability, respectively. These apps are based 
on a strategic application of the deliberate practice model for developing mathematical skills, particularly those 
that have not yet been learned (Lehtinen et al., 2017). The interested reader can access Just Keep Solving and 
Just Keep Solving 2 as well as all the mathematical apps of the project from the website 
https://mathplusresources.wordpress.com/. 
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2. DRILL-AND-PRACTICE AND DELIBERATE PRACTICE IN 

MATHEMATICS EDUCATION 

The approach of using game-based drill-and-practice activities has been previously used and studied in 

different fields and has been associated with some positive outcomes. For instance, Foss et al. (2014) assessed 

the use of an online game that provides medical calculation drills intended for student nurses. For learning 

vocabulary, Yip & Kwan (2006, p.246) report that their research results indicate, “both quantitatively and 

qualitatively, that learners playing online vocabulary games tend to learn better and could retain the learnt 

vocabulary for a longer period and retrieve more words than those who simply attended face-to-face lessons 

without accessing the vocabulary games.” It is important to note that the vocabulary games in Yip and Kwan’s 

study are all drill-and-practice games. As a last example, in mathematics education, Ke (2008) has reported 

that computer math drill games (particularly ASTRA EAGLE, a series of web-based games consisting of  

drill-and-practice math activities) have a positive effect on students’ attitudes towards learning mathematics.  

While drill-and-practice is often associated with low-level or procedural skills, deliberate practice involves 

the learning of higher-order skills (Lehtinen et al., 2017). Deliberate practice is typically associated with music 

or sport (Ericsson et al., 2006). Applying this concept to mathematics education, Lehtinen summarized features 

of deliberate practice based on Ericsson’s (2016) work. These include developing skills that have not yet been 

learned but are known by a knowledgeable other (such as a teacher) who can provide support, and the provision 

for feedback. Further, the emphasis on well-defined goals involving areas of weakness suggests that the process 

is not necessarily enjoyable (Lehtinen et al., 2017).  

Fuchs et al. (2010) investigated whether deliberate practice can improve low-performing mathematics 

students’ skills in strategic counting, which is a skill that typically developing children usually learn on their 

own. They found that low-performing students who received deliberate practice performed significantly better 

on strategic counting tasks than the control group who did not receive any form or instruction, and another 

group who received instruction but no opportunity to practice. By isolating the effect of deliberate practice on 

learning, they argued that practice is indeed valuable for students with mathematical difficulties.  

In another study, Pachman et al. (2013) investigated the effect of deliberate practice on the learning of 

geometry. Similar to Ericsson (2016), they considered an emphasis on weakness as a critical feature of 

deliberate practice. They found that more knowledgeable students derived the most benefits from deliberate 

practice. For these students, the teacher can impose that they focus solely on their weak areas. By contrast, less 

knowledgeable students improved more if they practiced in both their weak and strong areas. These results 

suggest that some level of competence must first be attained before students are compelled to focus solely on 

their weak areas. 

3. THE JUST KEEP SOLVING APPS 

The Just Keep Solving apps are designed in a game-like environment to address particular learning 

competencies in mathematics, based on a deliberate practice model. Both apps are compatible with and run 

efficiently in a wide range of Android devices (e.g., smartphones, tablets). Versions for use in Windows 

computers (laptops or desktops) are also available. Each app focuses on topics, and a topic has several levels.  

The apps show an underwater environment with bombs that threaten to destroy the ocean corrals. The questions 

are written on the bombs, and to prevent a bomb from reaching the ocean floor, the student must answer the 

question corresponding to the bomb correctly. A wrong answer results in some destruction to the corals. After 

a certain number of wrong answers, the game is terminated. 

3.1 Just Keep Solving 

One of the five content areas in the mathematics curriculum given in the K to 12 Curriculum Guide in 

Mathematics in the Philippines is that of Patterns and Algebra (DepEd, 2016).  In particular, one of the Most 

Essential Learning Competencies (MELCs) in Grade 7 mathematics under this content area is: solve linear 

equations and inequalities (DepEd, 2020).  The achievement of this competency is a prerequisite to solving 

quadratic and higher order equations. 
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The Just Keep Solving (JKS) app (Figure 1(a)) offers students opportunities to practice solving linear 

equations and inequalities.  It is meant to provide repetitive exercises necessary for students to master algebraic 

skills. 
 

  

(a) (b) 

Figure 1. (a) Home screen of JKS; (b) Two modes to play JKS 

The JKS app is divided into two topics: Linear Equations and Linear Inequalities.  Each topic can be played 

in two modes:  one where the student can score up to 12 points before the game ends, and the other, where the 

student is given one minute to answer as many questions correctly as he can (Figure 1(b)).   There are two 

levels under the topic Linear Equations.  The first level deals with one-step linear equations (Figure 2(a)) and 

the second level deals with one and two-step linear equations (Figure 2(b)).  When a bomb is selected, a screen 

containing only the question appears and allows students to focus on solving the question (Figure 2(c)). At this 

point, the falling of the bombs is paused.  The equations are basic and are meant to invite students to play while 

providing practice needed for procedural fluency in algebra. 
 

  

(a) 
 

(b) 
 

 

(c) 

Figure 2. JKS topic Linear Equations: (a) Level 1; (b) Level 2; (c) screen displaying a question 
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Likewise, there are two levels under the topic Linear Inequalities.  The first level displays linear inequalities 
which are solvable using addition or subtraction of positive or negative numbers (Figure 3(a)), while the second 
level deals with linear inequalities which are solvable using multiplication or division of positive or negative 
numbers (Figure 3(b)). Under this topic, the correct answer requires the student to provide the appropriate 
inequality symbol (< or >) as well as the correct number. For example, in answering the question x – 1 > 0, the 
inequality “>” and the number “1” is provided. 

  

(a) (b) 

Figure 3. JKS topic Linear Inequalities: (a) Level 1 and (b) Level 2  

3.2 Just Keep Solving 2 

Given the potential of JKS in developing students’ skills on implementing simple computations and applying 
mathematical formulas, Just Keep Solving 2 (JKS 2) (Figure 4) has been conceptualized as an expansion of 
JKS with topics Statistics and Probability. The topic Statistics has three levels that are intended for Grade 7 
students and are focused on the following Most Essential Learning Competencies (MELCs) under Statistics:  
i) calculates the measures of central tendency of ungrouped data; ii) uses appropriate statistical measures in 
analyzing and interpreting statistical data; and iii) calculates the measures of variability for ungrouped data 
(DepEd p.307, 2020). Moreover, there are also two levels on the topic Probability. The first level is intended 
for the following Grade 8 MELCs under Probability: i) finds the probability of a simple event; and ii) solves 
problems involving probabilities of simple events. (DepEd p.312, 2020) On the other hand, the second level 
involves MELCs under the Grade 11 content area Random Variables and Probability Distributions. These 
MELCs are: i) illustrates a probability distribution for a discrete random variable and its properties;  
ii) computes probabilities corresponding to a given random variable; and iii) solves problems involving mean 
and variance of probability distributions. (DepEd, 2013; DepEd, 2020). 
  

 

Figure 4. Home screen of Just Keep Solving 2 

While JKS 2 retains most of the features of the first JKS, certain changes had to be applied to adapt to the 
relatively lengthier questions and computations involved in the aforementioned statistics and probability 
MELCs. The most significant of these changes is that only the first part of each question, or a key phrase to 
represent the question, is displayed on a falling bomb (Figure 5(a)). The complete question can only be shown 
by tapping on the bomb itself. The students get access to a full-screen view where the question is displayed 
(Figure 5(b)). Another change, as shown in Figure 5(a), is that some questions use different icons (e.g., a card 
or a die) instead of the bomb icon. This is to give a visual cue about the corresponding question’s context, when 
applicable. 

ISBN: 978-989-8704-47-4 © 2023

354



 

 
(a)          (b) 

Figure 5. (a) In Just Keep Solving 2, only the first parts of the questions are shown beside the falling bombs.  

(b) Tapping a falling bomb gives access to the full-screen view of the corresponding question. 

Each level of JKS 2 features six to eight types of questions. Specific questions are generated randomly 

within prescribed parameters. Due to this variety, some game aspects in JKS 2 have been adjusted to allow for 

longer game play. Specifically, the modes are now “Score – Get to 20 points!” (previously 12 points) and 

“Time – Live for 2 minutes!” (previously 1 minute) while the number of game lives has been increased from 

three lives in JKS to five. At the end of each game, regardless of the player succeeding or failing to complete 

the mode’s goal, relevant game records are displayed (Figure 6) for easy recording (e.g., via a screenshot). 
 

 
(a)          (b) 

Figure 6. (a) Game screen after a successful completion of a level of the “Time – Live for 2 minutes!” mode;  

(b) Game screen after failing to complete a level “Score – Get to 20 points!” mode. 

4. GAME DESIGN FACTORS 

The Just Keep Solving apps have been designed to enhance the potential benefits of traditionally pen-and-paper 

or flash-card-based activities by transforming them into digital game applications. As many students are 

fascinated with playing games in smartphones, tablets, and/or computers (Castellar et al., 2014), it is envisioned 

that the Just Keep Solving apps can increase the interest and attention of the students. The gamelike 

environment can positively transform their experience in doing deliberate practice activities which, due to its 

demands and emphasis on weak areas, can tend to be unenjoyable (Lehtinen et al. 2017).  

While some have expressed that drill-and-practice games may lead to some players developing the 

undesirable behavior of “try[ing] actions with no reflection on outcomes” (Kiili, 2005 p.14), previous studies 

(Foss et al., 2014; Ke, 2008 Yip & Kwan, 2006) exemplify that well-designed drill-and-practice games may 

lead to positive outcomes on learning. Thus, the Just Keep Solving apps were designed to promote features of 

the deliberate practice model through the integration of game-design factors. For this purpose, we employed 

Shi and Shih’s (2015) Game-based Learning (GBL) Design Model, which has been developed as a result of an 

extensive review of research on game design factors. The GBL Design model identifies 11 game-design factors 

(game goals, game mechanism, game fantasy, game value, interaction, freedom, narrative, sensation, 

challenges, sociality, and mystery) which form the environment wherein learning goals, a critical feature of 

deliberate practice, can be emphasized. 
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For both Just Keep Solving apps, the game goal can be identified by a knowledgeable other, such as a 

teacher, to enable students to work on weak areas in Algebra, Statistics, or Probability. Since it had been shown 

that purely focusing on weak areas may not be optimal for the weaker students (Pachman et al., 2013), other 

game-like features were necessary to make the experience more enjoyable and effective. The game fantasy is 

established by using clear and aesthetically appropriate graphics in the background (i.e., ocean floor with fishes 

and corals) and other game elements (i.e., falling bombs, damaged corals). These graphics assets, together with 

the playful background music and sound effects (e.g., for correct or wrong answers), form the multimedia 

presentation of the game’s setting and contribute to players’ sensation. The game’s narrative is implied both 

by the multimedia presentation and the game mechanism, which as previously described, requires the players 

to answer questions that are attached to falling bombs so that they do not fall and explode on the ocean floor. 

Players interact with the game by tapping the bombs to access a full-screen view of the questions and by 

using a digital number keypad for inputting answers. While the bombs’ falling pauses on the full-screen view 

of questions, the game’s challenge is that there is only a limited time for each bomb to reach the ocean floor 

and explode and that bombs continue to appear as the game progresses. This means that players can only afford 

a limited number of incorrect answer inputs and, thus, must perform their computations carefully and precisely. 

In the Just Keep Solving apps, each player has the freedom to choose between two game modes and from a 

variety of levels that are dependent on the topic covered and its difficulty. This freedom also provides less 

knowledgeable learners the opportunity to achieve a certain level of competence before they are subjected to 

deliberate practice that focuses primarily on their weak areas (Pachman et al., 2013). Further, the availability 

of these modes and levels contributes to the game’s mystery and might lead students to spending more time 

with the game. Since both apps have been designed to be single-player games, they have limited sociability.  

It is worth mentioning, however, that when used in the classroom setting and with teacher supervision, the Just 

Keep Solving apps may allow for friendly competitions and/or cooperative playing experiences. 

The implementation into the Just Keep Solving apps of all the game-design factors mentioned above 

contributes to the game’s value. In addition, students might find it more engaging or preferable to conduct their 

drills and practices, or assessments, using the games instead of pen-and-paper or flash-card modalities. Lastly, 

as previously mentioned, both Just Keep Solving apps are compatible with mobile technologies that can allow 

students to use the apps even outside the classroom. This enables them to have opportunities for independent 

or asynchronous learning. 

5. INTEGRATION AND USE OF JUST KEEP SOLVING APPS  

This section describes how the Just Keep Solving apps can be utilized as a pedagogical tool based on the RAT 

(Replacement, Amplification, Transformation) framework (Hughes, Thomas, & Scharber, 2006).   

Using this framework, the Just Keep Solving apps can replace the traditional method of providing examples 

and exercises for students to solve without changing the learning goals of a lesson. The printed worksheets or 

exercises from the textbook are now replaced by the questions which appear in the more inviting game-like 

setting of the app.  

Playing the apps can enrich or amplify a student’s experience in solving problems.  The design of the app 

enables students to choose to work at just the right level of difficulty and provides elements in which students 

can be excited and challenged to work on advanced levels. Furthermore, the teacher as a knowledgeable other 

(Lehtinen et al., 2017) may identify students’ areas of strength and weaknesses in order to design appropriate 

deliberate practice activities for more knowledgeable students, or a combination of deliberate practice and  

drill-and-practice activities for less knowledgeable students (Pachman et al., 2013). 

Finally, the Just Keep Solving apps may give impetus to transform instruction from being teacher-centered 

to student-centered. This is possible because the apps have been designed so that students can easily understand 

and play them with little to no guidance from a teacher or a guardian. Hence, the apps are suited for use by 

students who are learning asynchronously or remotely. Transformation can also happen when tasks are 

redefined. For instance, individual tasks can be changed to collaborative activities using the apps. This gives 

students an opportunity to discuss and teach each other the problem-solving techniques required to answer the 

questions. 
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The apps, particularly JKS can be used for remediation. As mentioned in the introduction, a Basic Education 

Learning Recovery Plan was set in place in the Philippines to address learning gaps brought about by the 

pandemic.  The repeated solving of similar problems provided by the apps aims to have a transformative effect 

to help reduce the gaps in specific MELCs. Moreover, a gradual improvement in skills can provide 

encouragement to weak students and increase their confidence. 

6. CONCLUSION AND OUTLOOK 

The JKS was developed to provide a tool in which students can repeatedly solve certain mathematical problems 

on linear equations and inequalities while playing a game. Expanding on JKS, a second mobile game JKS 2 

was designed using similar mechanics but applied to topics on statistics and probability. The competencies 

covered by both apps are aligned to the Philippines’ Department of Education Most Essential Learning 

Competencies. Both apps are based on the strategic application of deliberate practice through the incorporation 

of game design principles with the aim of maximizing the games’ value and their potential to enrich  

students’ learning experiences and help students develop the intended learning competencies. 

The apps can be used as a pedagogical tool to provide opportunities for deliberate practice in a classroom 

setting and in an asynchronous or remote learning set-up. The app can also be further extended to include 

additional mathematical competencies that are identified to be areas of weakness among students. The next 

step is to study the effectiveness of the apps in addressing the MELCS and/or increasing students’ engagement 

and interest towards learning. 
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ABSTRACT 

This paper introduces web viewers for educational VR contents. Recently, many types of VR goggles have been released 

as commercial products and many entertainment applications for them have been created. However, educational VR 

contents have been created so far are not so many because the creation of VR contents is time consuming task. We need to 

create many educational VR contents to enhance educational efficiency using VR technology. On the other hand, many 

types of scanning devices have been researched and developed, e.g., Lidar cameras, 360VR cameras and so on. Using these 

scanning devices, we can obtain 3D data like Point Cloud Data (PCD), 3D model data, 360VR images/videos. To use these 

3D data as educational VR contents, we need viewer applications for them. In this paper, the authors propose such viewer 

applications as web services. The proposed web viewers also have functionality to upload 3D data from users’ web-browser 

to the web-server on that the web viewers are stored. Therefore, it becomes possible for users like teachers to provide other 

users like students with educational VR contents as web contents.  In addition, as the proposed web viewers support VR 

goggles, they provide students with immersive environments. 

KEYWORDS 

Web Viewers, 3D Models, 360VR, Point Cloud Data, VR, Educational Materials 

1. INTRODUCTION 

This paper treats activities of ICER (Innovation Center for Educational Resources), Kyushu University, Japan. 

The missions of ICER are to provide educational materials using the latest ICT and to support teachers for 

creating such educational materials. In this paper, we introduce web viewers for educational VR contents that 

were developed as the activities of ICER. Recently, many types of VR goggles have been released as 

commercial products and many entertainment applications for them have been created. However, there have 

been few educational VR contents so far because the creation of VR contents needs much time and human 

resources. In the near future, our center ICER has to create many educational VR contents to enhance 

educational efficiency using VR technology. On the other hand, many types of scanning devices have been 

researched and developed so far, e.g., Lidar cameras, 360VR cameras and so on. ICER has these scanning 

devices. Using these scanning devices, we can obtain 3D data like Point Cloud Data (PCD), 3D model data, 

360VR images/videos. To use such 3D data as educational VR contents, we need viewer applications for them. 

Then, we propose such viewer applications as web services in this paper. The proposed web viewers also have 

functionality to upload 3D data from users’ browser to the web servers that the web viewers are stored. By this 

functionality, it becomes possible for users like teachers to provide users like students with educational VR 

contents as web contents. As the proposed web viewers support VR goggles, they can provide students with 

immersive environments. 

The remainder of this paper is organized as follows: In next section 2, we describe related work. Section 3 

introduces scanning devices that ICER possesses, and Section 4 introduces web viewers for each 3D model 

data, Point Cloud Data (PCD) and 360VR images/videos, respectively and explains how users like teachers 

prepare educational VR contents of these data. Finally, we conclude the paper in Section 5.  
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2. RELATED WORK 

Usually, we need to use any toolkit systems for creating interactive 3D applications like educational materials. 

As a research system of our laboratory, there is IntelligentBox (Okada and Tanaka, 1995) that is a development 

system for interactive 3D graphics desktop applications. There have been many applications including 

educational materials (Okada and Ogata, 2017, Kosuki et al, 2012, Nomi et al, 2021, 2022) practically 

developed using IntelligentBox so far. Although there are web-based 3D graphics applications developed using 

the web-version of IntelligentBox (Okada, 2013), those cannot support VR goggles such as Meta Quest 2. We 

need to use other toolkit systems for educational VR contents. Unity is one of the most popular game engines 

in the world (https://unity.com/). We have developed a couple of serious games for educations using Unity 

(Sugimura, et al, 2014). Although Unity is very powerful, it requires programming knowledge and skills of its 

operations. So, Unity is not easy for common end-users like teachers to use it. Our proposed web viewers of 

PCD, 3D model data and 360VR images/videos are developed using Three.js, one of the popular  

WebGL-based 3D graphics JavaScript library systems (https://threejs.org/). We have developed several  

web-based 3D educational materials using our development frameworks (Okada. et al, 2016, 2016, 2017,  

Ma. et al, 2018, Hirayama. et al, 2019, Yamamura. et al, 2020) based on Three.js. 

There are many commercial services for creating interactive web contents using 360VR camera images. 

The service of RICOH (https://www.theta360.biz/) does support 360VR images but not 360VR videos nor 

PCD. The service of Matterport (https://matterport.com/) does support 360VR images and PCD but not 360VR 

videos. Our proposed web viewers are supposed to be released as open web services. Then, it is thought that 

the number of educational VR contents will grow quickly, and as a result, the education using VR technology 

will be promoted.  

3. SCANNING DEVICES AND THEIR SOFTWARE 

In this section, we introduce three types of scanning devices, i.e., Artec Leo for 3D model data, Leica BLK 

360 for Point Cloud Data (PCD) and Insta360 for 360VR images/videos as shown in Figure 1. 

 

 

Figure 1. Image of sensing devices of Artec Leo(left), Leica BLK360(middle) and Insta360 Pro(right) 

 

Figure 2. Screen image of Artec Studio 
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3.1 Scanning Device for 3D Model Data and its Software 

As a scanning device for 3D model data, we use Artec Leo as shown in the left part of Figure 1. Artec Leo 

makes 3D scanning easy because it is the wireless and fully standalone professional 3D scanner consisting of 

the new NVIDIA Jetson TX2 processor onboard, 5” HD built-in display and battery. It has the ultimate  

all-in-one 3D scanning function of fast, accurate, and high-quality data capture. You can find the full 

specifications from https://www.artec3d.com/portable-3d-scanners/artec-leo. Once we obtain 3D points data 

by scanning any real-world objects, we use Artec Studio that is a dedicated software handling scanned 3D 

points data to generate 3D model data (https://www.artec3d.com/3d-software/artec-studio) shown in Figure 2. 

3.2 Scanning Device for Point Cloud Data (PCD) and its Software 

As a scanning device for Point Cloud Data(PCD), we use Leica BLK 360 shown in the middle part of Figure 

1. The BLK360 captures the world with full-color panoramic images overlaid on a high accuracy point cloud 

easily by the single button. Also, it is easy to handle the BLK360 because of its light weight and compact size. 

By using an iPad and the cyclone field, a dedicated software installed in the iPad, anyone can capture the world 

around him/her with high resolution 3D panoramic images. Using the software, the BLK360 streams image 

and point cloud data to the iPad in real time. You can find the more details of the BLK360 from  

https://leica-geosystems.com/en-in/products/laser-scanners/scanners/blk360. Once we obtain PCD by 

scanning any real-world rooms or buildings, we use Cyclone REGISTER 360 (BLK Edition), a dedicated 

software that processes scanned PCD to generate merged PCD (https://leica-geosystems.com/en-

gb/products/laser-scanners/software/leica-cyclone/leica-cyclone-register-360) shown in Figure 3. 

 

 

Figure 3. Screen image of Cyclone REGISTER 360 

3.3 Sensing Device for 360VR Images/Videos and its Software 

As a sensing device for 360VR images/videos, we use Insta360 Pro as shown in the right part of Figure 1.  

It was created by designing from the ground up with creators in mind. Its compact, spherical frame is  

custom-milled from aluminum alloy and surrounded with six 200° lenses. A detachable base and easy-to-grip 

contours make it a versatile on-set companion. You can find more detail specification of Insta360 Pro from 

https://www.insta360.com/product/insta360-pro/#pro_specs. Once we obtain fish-eye images/videos by 

scanning any real-world rooms or buildings, we can use Insta360 STITCHER, a dedicated software to generate 

360VR images/videos by stitching the scanned fish-eye images/videos (https://leica-geosystems.com/en-

gb/products/laser-scanners/software/leica-cyclone/leica-cyclone-register-360) shown in Figure 4. 
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Figure 4. Screen image of Insta360 STITCHER 

4. WEB VIEWERS 

In this section, we introduce three web viewers for 3D model data, PCD, and 360VR images/videos and explain 

their functional details to show how users can use them. 

4.1 Web Viewer for 3D Model Data 

After generating 3D model data, users can upload using a data upload web service for them onto a target web 

server. Figure 5 shows the screen images of the data upload web service for 3D model data. The texts are 

Japanese and English. In the left part of Figure 5, there are three file selection inputs, the upper box is for a 3D 

model file of .obj format, the middle is for a material file and the lower is for a parts names file of the 3D 

model. Once you choose 3D model file and two subsidiary files in the three boxes and push the send button, 

the files will be uploaded onto the web server. If the file upload is completed successfully, the message 

including two URLs (WebGL Ver. and WebXR Ver.) will appear in the browser as shown in the right part of 

Figure 5. This case, a brain model was uploaded on the server. Furthermore, if you click on the upper 

URL(WebGL Ver.), the uploaded brain model will appear in the browser as shown in the left part of Figure 6. 

In the middle part of the browser, there is the menu to specify a manipulation type such as rotate, translate and 

zoom. You can rotate, translate and zoom the brain model by the mouse drag operation. If you move the mouse 

cursor on any part of the brain, its corresponding name appears those names are defined in the parts names file. 

Then, students can learn the details of a brain interactively. If you click on the lower URL (WebXR Ver.), the 

uploaded brain model will appear in the browse as shown in the right part of Figure 6. You can see ‘ENTER 

VR’ button in the right lower part of the browser. By clicking on the button, the web viewer will become VR 

mode as shown in Figure 7. This means that the user can look the brain model using a VR goggle like Meta 

Quest 2. 
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Figure 5. Screen images of the 3D model data uploader before and after uploading the data files (left and right) 

    

Figure 6. Screen images of web viewer for 3D model data of WebGL mode (left) and WebXR mode (right) 

 

Figure 7. Screen image of web viewer for 3D model data of WebXR mode (stereo view) 

4.2 Web Viewer for Point Cloud Data(PCD) 

After generating merged PCD, users can upload using a data upload web service for them onto a target web 

server. Figure 8 shows the screen images of the data upload web service for PCD. The texts are Japanese and 

English. There is one file selection input box in the left part of Figure 8. Once you choose PCD file in the input 

box and push the send button, the PCD file will be uploaded onto the web server. If the file upload is completed 

successfully, the message including two URLs (WebGL Ver. and WebXR Ver.) will appear in the browser as 

shown in the right part of Figure 8. In this case, PCD of the CT training room was uploaded. Furthermore, if 

you click on the upper URL(WebGL Ver.), the uploaded PCD will appear in the browser as shown in the left 

part of Figure 9. You can change your eye position and direction in the room by the mouse drag operation. 
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Figure 8. Screen images of PCD uploader before and after uploading the data file (left and right) 

  

Figure 9. Screen images of web viewer for PCD of WebGL mode (left) and WebXR mode (right) 

 

Figure 10. Screen image of web viewer for PCD of WebXR mode (stereo view) 

If you click on the lower URL (WebXR Ver.) of the browser of the right part of Figure 8., the uploaded 

PCD will appear in the browse as shown in the right part of Figure 9. You can see ‘ENTER VR’ button in the 

right bottom of the browser. By clicking on the button, the web viewer will become VR mode as shown in 

Figure 10. This means that the user can see the CT training room using a VR goggle. 

4.3 Web Viewer for 360VR Images/Videos 

After generating 360VR images/videos, users can upload using a file upload web service for them onto a target 

web server. Figure 11 shows the screen images of the file upload web service for 360VR image/videos. The 

texts are Japanese and English. There are two file selection input boxes, the upper box is for 360VR images 

and the lower is for 360VR videos as shown in the left part of Figure 11. Once you choose 360VR image file 

in the upper box and push the send button, the file will be uploaded onto the web server. If the file upload is 
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completed successfully, the message including two URLs (WebGL Ver. and WebXR Ver.) will appear in the 

browser as shown in the right part of Figure 11.  

In this case, 360VR image of the CT training room was uploaded onto the server. Furthermore, if you click 

on the upper URL (WebGL Ver.), the uploaded 360VR image will appear in the browser as shown in the left 

part of Figure 12. You can change your eye position and direction in the room by the mouse drag operation. If 

you click on the lower URL (WebXR Ver.) of the browser of the right part of Figure 11, the uploaded 360VR 

image will appear in the browse as shown in the right part of Figure 12. You can see ‘ENTER VR’ button in 

the right bottom of the browser. By clicking on the button, the web viewer will become VR mode as shown in 

Figure 13. This means that the user can see the CT training room using a VR goggle. Furthermore, once you 

choose 360VR video file in the lower box in the browser of the left part of Figure 11 and push the send button, 

the file will be uploaded onto the web server. If the file upload is completed successfully, the message including 

two URLs (WebGL Ver. and WebXR Ver.) will appear in the browser similarly to the right part of Figure 11. 

Then, you can watch 360VR video of the CT training room in both WebGL mode and WebXR mode similarly 

to Figure 12 and Figure 13. Medical students learn how the CT therapy device works. 

 

  

Figure 11. Screen images of the 360VR image/video uploader before and after uploading the files (left and right) 

  

Figure 12. Screen images of web viewer for 360VR images of WebGL mode(left) and WebXR mode (right) 

 

Figure 13. Screen image of web viewer for 360VR images of WebXR mode (stereo view) 
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5. CONCLUSIONS 

Recently, many types of scanning devices have been researched and developed, e.g., Lidar cameras, 360VR 

cameras and so on. Using these scanning devices, we can obtain 3D data like Point Cloud Data (PCD), 3D 

model data, 360VR images/videos more easily rather than ever. To use these 3D data as educational VR 

contents, we need viewer applications for them. In this paper, we proposed such viewer applications as web 

services. The proposed web viewers also have functionality to upload 3D data from users’ web-browser to the 

web-server on that the web viewers are stored. Therefore, it becomes possible for users like teachers to provide 

other users like students with educational VR contents as web contents easily.  In addition, as the proposed 

web viewers support VR goggles, teachers can provide students with immersive environments that are regarded 

to have higher educational efficiency. 

ACKNOWLEDGEMENT 

This research was partially supported by JSPS KAKENHI Grant Number JP22H03705. 

Also, we appreciate Prof. Toshioh Fujibuchi, Graduate School of Medicine of Kyushu University, for his 

help to obtain 360VR images/videos and PCD of the CT training room.  

REFERENCES 

Hirayama, D. et al, 2019. Web-Based Interactive 3D Educational Material Development Framework and Its Authoring 

Functionalities, Proc. of the 22nd International Conference on Network-Based Information Systems (NBiS-2019), 

ISBN 978-3-030-29028-3, pp. 258-269. 

Kosuki, Y. and Okada, Y. 2012. 3D visual component based development system for medical training systems supporting 

haptic devices and their collaborative environments. Proc. of 6th International Conference on Complex, Intelligent, and 

Software Intensive Systems, CISIS 2012, pp. 687-692, https://doi.org/10.1109/CISIS.2012.131 

Ma, C. et al, 2018. E-Learning Material Development Framework Supporting VR/AR Based on Linked Data for IoT 

Security Education, Proc. of 6th International Conference on Emerging Internet, Data & Web Technologies (EIDWT 

2018), ISBN: 978-3-319-75928-9, pp. 479-491. 

Nomi, M. and Okada, Y. 2021. Improvement of Dental Treatment Training System Using a Haptic Device. Proc. of the 

15th International Conference on Broad-Band and Wireless Computing, Communication and Applications, BWCCA 

2020, pp. 143-153, Lecture Notes in Networks and Systems; Vol. 159 LNNS.  

Nomi, M. and Okada, Y. 2022. Dental Treatment Training System Using Haptic Device and Its User Evaluations. Proc. of 

the 16th International Conference on Complex, Intelligent and Software Intensive Systems CISIS-2022, pp. 569-580, 

Lecture Notes in Networks and Systems; Vol. 497 LNNS. 

Okada, Y. 2013. Web Version of IntelligentBox (WebIB) and Its Integration with Webble World, Vol. 372 of the series, 

Communications in Computer and Information Science, Springer, pp. 11-20. 

Okada, Y. and Tanaka, Y, 1995. IntelligentBox: a constructive visual software development system for interactive 3D 

graphic applications, Proc. of Computer Animation '95, IEEE CS Press, pp. 114-125. 

Okada, Y. el al, 2016. Interactive Educational Contents Development Framework Based on Linked Open Data Technology, 

9th annual International Conference of Education, Research and Innovation, pp. 5066-5075. 

Okada, Y. et al, 2016. Framework for Development of Web-based Interactive 3D Educational Contents, 10th International 

Technology, Education and Development Conference, pp. 2656-2663. 

Okada, Y. et al, 2017. Interactive Educational Contents Development Framework and Its Extension for Web-based VR/AR 

Applications, Proc. of the GameOn 2017, Eurosis, ISBN: 978-90-77381-99-1, pp. 75-79. 

Okada, Y., Ogata, T. el al, 2017, Component-based approach for prototyping of Tai Chi-based physical therapy game and 

its performance evaluations. Computers in Entertainment, 14(1), https://doi.org/10.1145/2735383 

Sugimura, R., et al, 2014. Mobile Game for Learning Bacteriology, Proc. of IADIS 10th Int. Conf. on Mobile Learning 

2014, pp.285-289. 

Yamamura, H. et al, 2020. A Development Framework for RP-type Serious Games in a 3D Virtual Environment, VENOA 

2020 in Proc. of the 14th International Conference on Complex, Intelligent, and Software Intensive Systems  

(CISIS-2020), pp. 166-176. 

ISBN: 978-989-8704-47-4 © 2023

366
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Manolis Kousloglou, Eleni Petridou, Anastasios Molohidis and Euripides Hatzikraniotis 
Faculty of Physics, Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece  

ABSTRACT 

Critical Thinking & Problem Solving belong to 21st century skills that enhance ways of thinking, learning, working and 

living in the world. When combined with well-designed educational activities, mobile technology has the capacity to foster 

these abilities. This study evaluates the Critical Thinking & Problem Solving skills of ninth-grade students who participated 

in mobile-supported labs. According to the findings of a questionnaire provided to students, their skills have improved. 

Students' written responses to open-ended questions before and after the mobile-supported Labs revealed interesting data 

about their improvement. Also, records of students’ written discussions on the Viber-platform, throughout the process, 

revealed aspects of critical thinking & Problem Solving development. 

KEYWORDS 

Mobile Technology, Critical Thinking, Problem-Solving, Greece, Secondary Education 

1.  INTRODUCTION  

Critical thinking is a reasonable, reflective, responsible, and skilled thinking process that focuses on what to 

believe and do (Cavus & Uzunboylu, 2009). As a result of metacognition, students who can monitor and 

evaluate their own cognitive processes are more likely to exhibit high-quality thought. When students think 

critically, they assess the outcomes of their thought processes, such as the quality of a decision or the 

effectiveness of a Problem-Solving strategy (Halpern, 1998). Problem Solving in the context of education 

refers to the capacity of students to detect problems, obtain and evaluate pertinent information, develop solution 

strategies, propose alternative and viable solutions, solve problems and communicate the solutions (Hwang et 

al., 2018; OECD, 2005). Critical Thinking and Problem Solving skills, along with other skills belong to the 

21st century skills that students must master to compete in the workforce of the future. 

Mobile learning can engage students in experiential and situated learning without location or time 

constraints and can enable them to continue learning activities begun inside or outside the classroom through 

contextual engagement and communication with them and/or teachers. In addition to supporting on-demand 

access to educational resources independent of students' commitments, mobile technology can facilitate the 

acquisition of new skills or knowledge (Sharples et al., 2009). Technology can improve students' higher-order 

cognitive skills, such as Critical Thinking. As critical thinking is a crucial ability for modern students, teaching 

and learning tools must be able to promote its growth. Mobile technology may help to address this challenge. 

The virtual engagement of pupils in information retrieval alters both their cognitive processes and mental states. 

The ability of mobile technology to improve students' Critical Thinking motivates them to become more 

developed and contemporary individuals (Ismail et al., 2016). By communicating at their own convenience via 

mobile technology, passive students may become more engaged in class. Mobile devices can enhance their 

experiences by promoting the reflection required for effective communication and critical thought. Through 

texting, phone, video, social networking, and other internet technologies, mobile learning may help promote 

students' critical reflection with others. Students are able to record their thoughts, observations, and activities 

on mobile devices for instant or later analysis and evaluation. This skill provides a routine and time for 

reflection, which may lead to a shift in viewpoint and the development of creative and critical thought (McCann 

& Camp, 2015). Interventions in education that utilise these mobile capabilities go beyond information delivery 
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to develop a platform that decreases the negative effects of time lag and promotes critical thought. Mobile 

technology permits the creation of new educational models (Fisher & Baird, 2006). In addition, students can 

utilise mobile devices to improve their graphic representation and critical thinking skills (Saputra & Kuswanto, 

2019). Mobile technology is an effective learning medium that helps students to study anywhere and at any 

time, improves the learning process, and facilitates the mobility of equipment. It has been demonstrated that 

mobile technology facilitates student engagement in creative, collaborative, critical, and communicative 

learning activities in science education (Cavus & Uzunboylu, 2009; Saputra & Kuswanto, 2019). 

However, mobile technology alone cannot guarantee the efficacy of learning; rather, the success of learning 

is partly decided by a mobile-based learning process. If mobile technology is used simply to memorize 

information searches and teachers fail to establish an appropriate teaching method to be used in conjunction 

with the technology to enhance students' critical thinking, the potential of the technology is lost. Teachers must 

thus create a class that incorporates mobile technology in a way that not only attracts and motivates students, 

but also leads to a more meaningful learning experience that improves students' higher-order thinking, 

particularly their critical thinking (Ismail et al., 2016). In addition, the integration of technology and  

well-designed educational activities makes the transfer of knowledge and skills across settings and life 

transitions feasible (McCann & Camp, 2015).  

This study claims that well-designed, technology-enabled learning environments provide valuable chances 

for reflection and critical thinking. The chosen instructional strategy is an inquiry-based approach, which shifts 

the emphasis of science education from traditional memorization of facts and concepts in separate specific 

disciplines to inquiry-based learning in which students are actively engaged in using both science processes 

and critical thinking skills as they seek answers (Zacharia, 2003). Not only does requiring students to undertake 

original research strengthen their critical thinking in respect to their own work, but it also increases research 

outputs generally. Research experience boosts students' awareness of how evidence may be used to demonstrate 

a certain opinion and improves their comprehension of newspaper and website material. Instead of accepting 

results at face value, they submit questions for data analysis, which significantly increases their engagement in 

the learning process (Wyatt, 2005). 

The importance of investigating the development of Critical Thinking and Problem Solving skills through 

mobile-supported Labs stems from the correlation between the findings and classroom practices. Critical 

thinking and Problem Solving skills are usually assessed by using a pretest/post-test quasi-experimental design 

(Zheng et al., 2016), by using the independent–sample t–test in a large sample (Lai & Hwang, 2014), by 

administering semi-structured interviews, by doing class observation or a combination of these methods 

(Agustina et al., 2022). Surveys address either the dispositional dimension of critical thinking (ex. the 

California Critical Thinking Disposition Inventory – CCTDI, e.g. Unlu & Dokme, 2017), or the actual skills 

dimension (ex. the California Critical Thinking Skills Test – CCTST, e.g. Stephenson et al., 2019). Although 

worldwide research has been undertaken on the relationship between mobile technology and critical thinking, 

the cultural background of each country may impact the findings. In addition, in Greece mobile learning is an 

underexplored topic and the development of higher-order thinking skills is weak. Consequently, the present 

research, which was done in Greece, adds to worldwide research, and the findings are anticipated to have 

significance for researchers and school policymakers. 
In this work, students’ Critical Thinking and Problem-Solving skills development via mobile-supported 

labs is investigated. The research question was: How Critical Thinking & Problem-Solving Skills are evaluated 

in a mobile-supported Lab sequence and to what extent the Post-Lab Viber communication contributes? 

2. METHOD 

2.1 The Sample 

This study was conducted in a Junior high school in Kavala, Greece, during the second semester of the 

academic year 2021-22. The sample consisted of 10 ninth graders (15 years old) who willingly participated in 

the school's science club. The science club members met once a week after school hours. One of the authors of 

this study, who also taught science to the pupils, formed this group. Four females and six males with high 

Physics grades participated in a mobile-supported Lab sequence. The students were skilled with their smart 

phones but had never been engaged before in mobile learning activities. 
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2.2 Design of the Lab Sequence 

The Lab sequence consists of 4 topics, namely Hooke’s Law, Linear Oscillator, Pendulum and Friction. Each 

topic has 4 experimental (Lab) sessions: familiarize, explore, extend and reflect. Each Lab session lasts one 

week. Thus, the whole Lab sequence lasted 16 weeks. Each Lab has three phases (pre-Lab, in-Lab, post-Lab). 

The unfolded structure of the Lab sequence is depicted in Figure 1. 

 

Figure 1. The unfolded structure of the Lab sequence 

Α short description of the 4 Lab sessions of each topic is as below: 

• familiarize: Basic theoretical notions are discussed. The students become familiarised with the 

measurement setup (ex. first glance of elongation - weight) 

• explore: The basic parameters that affect the experimental result are investigated (ex. spring 

stiffness, hanging weight) 

• extend: An exploration of extended features takes place (ex. 2 springs in series/parallel) 

• reflect: The students reflect on the concepts, the experimental procedures, the way that evidence 

can be drawn from graphs, the reliability of the measurements, the communication of the findings 

etc. 

 A short description of each phase in each Lab session is as below: 

• pre-Lab: A captivating scenario is provided to spark conversation regarding the inquiry procedure. 

The students fill an Experiment Design Plan sheet. Questions are asked to promote critical 

thinking, such as "What are we investigating?", "What is our hypothesis?", "How will we construct 

an experiment?", and "How will we test our hypothesis?".  

• in-Lab: The experiment is carried out using wireless sensors and tablets as Microcomputer-based 

Laboratories (MBL). The students monitor the evolution of relative dynamic diagram 

representations in their smartphones/tablets via shared session affordance of SPARKvue software. 

The monitoring takes place in-class or from home for the students who are unable to physically 

attend the lab owing to an unusual circumstance, such as illness. 

• post-Lab: Analysis of the results takes place and a reflective procedure about the whole Lab 

sequence is applied. The students complete a Reflective Experiment Design Sheet. Indicative 

questions for promoting critical thinking are “What did we investigate?”, “What was our 

hypothesis?”, “How was our hypothesis verified?". Students also reflect on the data provided from 

graphs. 

2.3 Implementation of the Lab Sequence Utilizing Mobile Devices 

Nowadays, the extensive use of mobile devices has replaced the typical Laboratory equipment in a modern 

classroom. Actions that in the past years were typically carried out by a computer, are now being performed 

by a tablet. The use of wireless sensors has eliminated the need for the interface through which older days 

wired sensors were connected to the computer.  

In our Lab sequence, we used both conventional laboratory equipment (springs, weights, bases, clamps, 

etc.) and mobile technologies (PASCO Force Acceleration Sensors and SPARKvue software on school tablets). 

Wireless Force Acceleration Sensors monitor force, acceleration, and rotational velocity. These devices link 

with PASCO SPARKvue suite software through bluetooth for data logging on tablets/smartphones 
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(SPARKvue, 2014) and visualize data in many ways (graphs, tables, numeric indicators, etc). Students can 

monitor the evolution of the experiment on their smartphone screen through the Shared Session affordance, 

which also saves the experiment individually so that the data be analyzed afterward. Figure 2 illustrates a 

smartphone display during the oscillation experiment. Three student groups are connected to a shared session 

to obtain real-time data and its accompanying graph. One student, who is not physically present in the school 

laboratory and is connected from home, has the opportunity to observe the experiment, the data-logging 

diagram and to acquire the experimental data. 

 

Figure 2. PASCO SparkVue datalogging software shared session 

Students also used their smartphones for both student-to-student and student-to-teacher communication and 

reflection on the experimental procedure. This was accomplished by forming a Viber group, which provided 

students with an extra channel for information, communication, and cooperation via their smartphones, also 

outside the classroom environment. A brief description of the utilization of the mobile devices in each phase 

of the Lab sessions, as depicted in Figure 1, is as below: 

• pre-Lab phases: The Viber group was employed for discussions on the science club's procedures 

and the planning and resolution of relevant questions. Thus, during the Labs the participants had 

more time to focus on issues related to the experimental process. In several circumstances of 

student absence, links to distance learning platforms (Zoom/Webex) and reports to be completed 

were distributed through the group to facilitate the active participation of absent students. 

• in-Lab phases: The tablets were utilised as MBLs for diagram generation and study. Concerning 

the diagrams resulting from the experimental data, contentious debates between the students were 

held. In addition, share session affordance and/or a tablet camera were utilised for students' active 

involvement in distant experiments using their mobile phones.  

• post-Lab phases: The Viber group was used to settle questions regarding student assignments or 

charts to be processed, to transmit diagnostics to be filled as reflective, and to resolve questions. 

In addition, methods of disseminating the findings to the larger scientific school community were 

discussed. In addition, the students' mobile phones served as MBLs, as the data and diagrams from 

the experiments were recorded on them for additional examination at home. Lastly, cell phones 

were utilised to capture the procedure for use in presentations and conferences. 

Students worked in groups of three or four and were supported by worksheets. The four topics of the Lab 

sequence were structured using the same inquiry-based learning framework according to Pedaste et al. (2015). 

In each Lab, the students were oriented through a story based on everyday life, developed testable questions, 

formulated hypotheses about the probable answers, designed and conducted experiments to test their 

hypotheses, analyzed and evaluated the data, drew conclusions, and communicated their findings to the class, 

receiving feedback and review from their classmates. Although reflection occurred throughout the whole 

procedure, students reflected on the entire Lab during the final reflect session. They also completed a Reflection 

Report at home during the entirety of the Lab session using their smartphones. 
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2.4 The Measuring Instruments  

To address the research question, two methods have been employed, namely, the evaluation of the students’ 

Critical Thinking & Problem Solving skills, and the analysis of the messages exchanged in the Viber group, 

during post-Lab sessions. For the evaluation method, both the students’ Critical Thinking & Problem Solving 

skills have been assessed, as well as the students’ perceptions as a self-evaluation process on these skills have 

been examined. 

The instrument for the self-evaluation is based on a questionnaire devised by Hwang et al. (2018). The 

original questionnaire consists of 23 questions-items that are organized into 4 skill areas (4Cs), namely, 

collaboration, communication, creativity, and critical thinking & problem-Solving. In our study, only items 

about Critical Thinking & Problem-Solving skills are analyzed (Appendix A). 

Two experienced secondary school teachers, a physics teacher and an English teacher, acted as translators 

for the translation and adaption of the questionnaire into the Greek language. The translators were native 

English and Greek speakers who collaborated by discussing the precise phrasing of each question until 

consensus was reached. The translated questionnaire was reviewed by a small group of five ninth-grade 

students for semantic accuracy. Each question was read aloud, and the students were then instructed to explain 

in their own words what they had understood from each question. This approach resulted in some question 

rephrasing. An experienced Greek language instructor examined the final version of the questionnaire for 

syntax and spelling. Prior to and following the entire Lab sequence, the final form of the questionnaire was 

distributed to the science club students. 

Before and after completing the Lab Sequence, students were required to answer a set of open-ended 

questions forming the assessment tool. Appendix B's open-ended questions were based on the topics addressed 

in the questionnaire in an effort to undertake a more in-depth analysis. The content of the students' free-form 

written responses was analysed by two authors of this research. Inter-rater reliability of 0.90 was achieved 

when two researchers separately categorised pre- and post-test student responses and then engaged in a lengthy 

discussion to resolve any inconsistencies. 
Moreover, recordings of students' written dialogues on the Viber platform were evaluated to detect critical 

thinking and problem solving characteristics. Ethical issues were taken into account according to the new 

General Data Protection Regulation. The questionnaires were anonymous. Both the school board and the 

students were notified that all data gathered from the surveys and the Viber group will be utilised only for 

research purposes. 

3. RESULTS AND DISCUSSION 

3.1 Analysis of the Post-Lab Viber Communication 

Apart from the messages of social type (“hello”, “how are you”, etc.) a total of 1046 messages referring directly 

to the Lab activities were exchanged in the Viber group, during the four-month operation of the science club. 

Viber messages were classified into four categories depending on the content of their discussions:  

(a) procedural issues, (b) Lab homework, (c) Connectivity issues and (d) Discussion for motivation purposes. 

48% of the total 1046 messages refer to Procedural issues, 36% to Lab homework, 3% to connectivity issues 

and 13% is devoted to motivation purposes. Procedural issues concern in discussions of a procedural nature 

pertaining to the running of the science club, including changes to the meeting schedule, absences, student 

assignments etc. Connectivity issues, such us sending links of distance learning platforms for students that 

could not participate face to face in the Labs. Discussion for motivation purposes, refers to messages between 

the teacher and the students to cultivate a pleasant context, enhance active participation, engagement and 

encouragement. Finally, Lab homework messages concern on reflective debate between students for the 

completion of the assignments in the post-lab phase of each Lab. Students in their messages look for evidence 

in the graphs, consider other interpretations in data analysis, participate in reflective discussions about the 

experiments and come up with solutions in challenging situations in the experimental setups. Analysis of the 

Viber-message threads have shown that students seem to examine the “big-picture”, avoid emotional reasoning 

or oversimplifications, question the conclusions and understand the problem they are dealing with. Such items 

are indicative of the evolution of students’ critical thinking & problem-solving skills.  
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Figure 3. Classification of messages in Viber group 

Figure 3 depicts the number of messages per topic for each of the four categories: (a) Procedural issues  

(b) Lab homework, (c) Connectivity issues, and (d) Discussion for motivation purposes. As can be observed, 

during the four topics of the Lab sequence, a significant number of messages dealt with issues pertaining to 

Critical Thinking and Problem-Solving skills. By establishing a Viber group, digital mobile devices were used 

by students to communicate/argue about methods and scientific practices without regard to space or time 

limitations. The reflective processes through the possibility of further study of dialogues, but also of the 

distributed material at any time via their mobile devices, and the students' continuous collaboration in the Viber 

group may have aided in the development of their Critical Thinking and Problem-Solving skills. 
The deep thinking through the study/explanation of the diagrams that MBL created in real time, as well as 

their storage in the mobile devices of the students for further study and analysis at home, in combination with 

the reflective processes that inquiry-based learning strategy required (Experiment and Reflective Design Plan 

sheets) may have contributed to the promotion of students’ Critical Thinking & Problem-Solving skills. In 

addition, the shared session affordance of SPARKvue enabled the involvement of students who were unable 

to attend some group sessions in person, keeping them involved throughout the whole Lab sequence. 

3.2 Students’ Perspectives and Assessment of Critical Thinking  

& Problem-Solving Skills 

Six out of ten students agreed with the eight items of the questionnaire regarding Critical Thinking and 

Problem-Solving before their participation in the mobile-supported Labs, whereas eight of them agreed 

thereafter. Students' agreement with the items of the questionnaire means their own acknowledgment of the 

enhancement of Critical Thinking & Problem-Solving skills.  

In order to explore in depth the development of Critical Thinking and Problem-Solving skills, students  

(S1 to S10) were asked open-ended questions before and after the Lab sequence (Appendix B). As shown in 

Table 1, the responses of the students were categorised and arranged according to four characteristics. 

Table 1. Categorizing students’ written answers about Critical Thinking & Problem-Solving 

  Critical Thinking and Problem-Solving PRE POST 

1 Reflecting/monitoring, evaluating processes of thought  3 9 

2 Proposing alternative and viable solutions 5 8 

3 Analysing, synthesizing, and evaluating 0 4 

4 Detecting the Problem 1 2 
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As demonstrated in Table 1, three out of ten students reported pausing to reflect during the experiment, 

suggesting to the critical thinking ability of "reflection and analysis of mental processes." Following the Lab 

sequence, nine out of ten students reported pausing to analyse and reflect on the process. S1 said, 

"Occasionally, I pause to decide if what I'm doing is correct or incorrect”. Additionally, students were asked 

to define what "alternative options" meant to them. Prior to the Lab sequence, only five out of ten students 

mentioned alternative viable answers to a Problem. However, following the Lab sequence, eight out of ten 

students identified alternative viable solutions as a characteristic of Critical Thinking and Problem-Solving 

skills. Exemplary student responses include: S5 "For me, alternative solutions involve exploring all potential 

answers to a Problem while concurrently confirming my results". Prior to the Lab sequence, no student said 

that appraisal of a claim or piece of information, analysis of a difficult circumstance, and synthesis are essential 

factors for finding answers, however, four students did so thereafter. Indicatively, S4 stated, "I always attempt 

to consider a suggestion or piece of information that a groupmate provides", and S8 mentioned that “each time 

I attempt to assemble the data I acquire, it is like putting together a puzzle”. One student before the Lab 

sequence and two students after it acknowledged identifying a Problem as a precondition for proceeding. After 

the Lab sequence, S8's response to the question "What makes you a competent issue solver?" is "My ability to 

utilise past knowledge helps me to tackle the issues I encounter. However, the prerequisite to deal with a 

Problem, is to identify it”. 

4. CONCLUSIONS 

The aim of this study was to investigate how Critical Thinking & Problem-Solving Skills are evaluated in a 

mobile-supported Lab sequence and to what extent the Post-Lab Viber communication contributes. The 

students’ participation in discussions through their smartphones, before and after the Lab experimentation in 

the class, gave them the opportunity to develop their Critical Thinking & Problem-Solving skills. Specifically, 

the student’s participation in the Viber group, during the pre-phase of the Lab sessions, allowed for reflection 

on the scenario and the possible ways of controlling their hypotheses. The captured graphs of the experimental 

data, saved on students’ smartphones, were the starting point for each of them to discuss and reflect on the 

results through the Viber group even outside the Lab class in the school. This fact also ensured the continuous 

involvement of the students in the reflection both before and after the execution of the experiments. 

This study's findings represent a micro-level scenario and can contribute to the expansion of the literature 

on the subject of mobile learning, which has not been systematically incorporated into the Greece education 

system’s curriculum. This is an ongoing project. Future goals include the investigation of what extent  

mobile-supported Labs promote other 21st century skills, such as creativity, collaboration, and communication. 
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APPENDIX A: QUESTIONNAIRE 

Critical Thinking & Problem-Solving 

• I ask myself periodically if I am meeting my goals.  

• I consider several alternatives to a Problem before I answer.  

• I find myself pausing regularly to check my comprehension.  

• I ask myself questions about how well I am doing once I finish a task.  

• When facing Problems, I believe I have the ability to solve them.  

• I believe I can put effort into Solving Problems.  

• I can solve Problems that I have met before.  

• I am willing to face Problems and make an effort to solve them.  

APPENDIX B: OPEN-ENDED QUESTIONS 

• Do you consider it essential to make pauses and think-over, when you work in Lab or for 

homework? Please explain. 

• What is the meaning of “alternative solutions” to you?  

• What makes you a “strong Problem solver”? 
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ABSTRACT 

The local environment can be explored to sustain effective sustainability learning. With this aim, new learning 

methodologies can be fostered, namely mobile and game-based learning, as is the case of the EduPARK app. This app 

supports innovative learning strategies through treasure hunt games, integrating multimedia and augmented reality 

resources, in natural spaces. This paper presents a pilot case study of a pedagogical approach based on the exploration of a 

game in the EduPARK app, in the outdoors. The game was developed to be explored in the largest annual event of the 

University of Aveiro (UA) – XPERiMENTA 2022 – where students of several ages and the wider community are invited 

to participate in diverse activities on the campuses. The main goal of the activity “XPERiMENTA with EduPARK in the 

UA Campus” was to raise basic education students’ awareness towards nature conservation. Eighteen students (14 and 15 

years-old) explored an interdisciplinary educational game that encouraged them to follow a path through the UA Campuses 

to promote learning related to recycling, renewable energies, food waste, and ocean plastic pollution. Simultaneously, 

curricular contents of Science, Mathematics, Education for Citizenship, and cultural aspects of the city of Aveiro were 

articulated. At the end of the activity, an individual and anonymous questionnaire to evaluate the activity was applied. 

Students revealed a positive attitude towards the EduPARK app, as their answers revealed they felt motivated to learn 

during the game. Additionally, students reached a good performance in the game, although difficulties in one specific 

question were identified. This paper presents preliminary results that will inform the development of a new related project, 

the EduCITY, that aims to promote education for sustainability through a smart learning city environment. 

KEYWORDS 

Mobile Learning, Outdoor Learning, Game-based Learning, Augmented Reality, Education for Sustainability, EduPARK 

App 

1. INTRODUCTION 

We are witnessing a vast set of global challenges, which demonstrate the fragility of the planet and the effective 

need for human development to be sustainable. To mitigate the decades of exhaustive use of natural resources 

and the consequences of climate change, the adoption of a set of global, and integrative actions needs to be 

reinforced, to reduce the effects of human development on the natural and social environments. Actions to 

address this problem must involve the community and need to be structured and developed both at global and 

local levels (United Nations, 2015). They should also take place in outdoor environments, in direct contact 

with the local reality, anticipating benefits in terms of learning and well-being (UNESCO, 2020).  

From the above, sustainable development must become an integral part of our daily lives. Education for 

Sustainable Development is a lifelong learning process and a fundamental part of quality education. It improves 

the cognitive, social, emotional, and behavioral dimensions of learning, as predicted by the United Nations 

(UNESCO, 2020). Moreover, the 2030 Agenda for Sustainable Development is a plan of action for people, the 

planet, and prosperity, so Education for Sustainable Development should consider and contribute to these goals.  

Mobile Augmented Reality (AR) technologies can be suitable and engaging pedagogical tools for 

Education for Sustainable Development, as they enable students to learn and reflect on their behaviors. 

Altinpulluk (2019) mentions that tablets and smartphones are the most used devices that support AR in 
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Education, and that its most positive effect is on academic success and learning motivation. In the last decade, 

the evolution of mobile technology provided the emergence of mobile learning as a natural consequence of the 

development of new ways of digital communication in society.  

Mobile learning is the use of mobile technology to facilitate learning anytime and anywhere. According to 

Su and Cheng (2015) “mobile devices can create more active learning experiences, which improve student 

engagement, learning and course retention, and the use of new technologies can amplify motivation, which is 

a vital aspect of learning, deliver information when needed, and encourage students to solve problems and 

satisfy their curiosity” (p. 269).  

Thus, it is imperative to use mobile technology in order to provide better access to the learning process 

(Almaiah, Al-Khasawneh & Althunibat, 2020). The proliferation of mobile technology offers possibilities to 

revolutionize education, combining mobile learning and game-based learning approaches (Li & Tsai, 2013). 

Game-based learning provides an environment where students can learn using gaming through mobile devices. 

Students are engaged in it, not only for leisure pursuits but also for educational purposes, consequently, their 

motivation is improved when they play games while learning (Prensky, 2001). Also, mobile devices can 

support game-based learning approaches in the outdoors (Özdener & Demirci, 2019). With these devices, the 

learning environment accompanies the student everywhere.  

An example of the promotion of such innovative approaches is the EduPARK project (Pombo, Marques,  

& Oliveira, 2019). The EduPARK is a research and development project, funded from 2016 to 2019, that 

developed innovative, attractive, and interdisciplinary teaching strategies. The project created an interactive 

app for authentic interdisciplinary learning, supported by mobile and AR technologies, in a game-based 

learning approach, to be explored by educational stakeholders from all school levels and the wider community. 

One of its innovative aspects is the displacement of the learning experience from the classroom to the outdoors, 

moving learning to the green park Infante D. Pedro, in Aveiro (Portugal) (Pombo & Marques, 2019). The app 

was developed to be explored specifically in this park in order to support authentic and contextualized learning, 

as it prompts users to observe this outdoor environment and to access AR content through image-based 

markers. This option allows students to physically explore natural spaces, while making connections with 

curricular content (Paixão, Jorge & Martins, 2013). 

The EduPARK project developed a set of interdisciplinary educational games aimed at different publics; 

however, only one educational game was focused on sustainability topics (Rodrigues, 2021). In order to 

identify the potential of the EduPARK app to promote Education for Sustainable Development in basic 

education students, through mobile and game-based learning strategies in the outdoors, a pilot study was 

conducted. Its preliminary results are presented in this paper and support a set of lessons learned that contributes 

to the area of mobile AR games for learning. These will also inform the development of a new related funded 

project, the EduCITY, which aims to promote quality education for sustainability through a smart learning city 

environment. 

The next topic in this work describes the study’s methodological options, which include the description of 

the pedagogical approach, materialized through the “XPERiMENTA with EduPARK in the UA Campus” 

activity. Data collection and analysis procedures and tools are also presented in this section. Follows the results 

presentation and discussion section, based on the results obtained through a student questionnaire. Finally, 

some conclusions are put forward.  

2. MATERIALS AND METHODS 

This paper reports a pilot study that fits a case study research approach (Amado & Freire, 2017). It aims to 

answer the research question “What is the potential of a mobile game-based learning strategy, based on the 

EduPARK game explored in the «XPERiMENTA with EduPARK in the UA Campus» activity, to promote 

Education for Sustainable Development in basic education students?”. The game was designed in alignment 

with a previous game developed under the Ph.D. work of this paper’s first author (Rodrigues, Pombo & Neto, 

2020).  

This section comprises two subsections: i) a description of the “XPERiMENTA with EduPARK in the UA 

Campus” activity for context; and ii) data collection and analysis approaches and tools.  
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2.1 The “XPERiMENTA with EduPARK in the UA Campus” Activity  

The developed pedagogical approach comprises an activity framed in the XPERiMENTA 2022 event. This is 

one of the biggest events of the University of Aveiro (UA), directed at basic and secondary school students, as 

well as at the wider community. This event invites participants to explore hands-on activities, interactive 

projects, scientific experiments, and guided tours through the UA Campuses. The context of this big annual 

university event facilitated the recruitment of volunteers to participate in this study. 

The main goal of the activity “XPERiMENTA with EduPARK in the UA Campus” was to raise awareness 

towards nature conservation in basic education students and to promote their learning related to the topics: 

recycling, renewable energies, food waste, and ocean plastic pollution, articulating curricular contents of 

Science, Mathematics, Education for Citizenship, and cultural aspects of Aveiro city.  

The activity required playing a specific game with the EduPARK app. It was an interdisciplinary 

educational outdoor quiz, in a treasure hunt approach, that challenges users to find specific locations with AR 

markers in the UA Santiago Campus and to observe their surroundings to answer the questions.  

The game integrates ten multiple-choice questions with images, audios, videos and AR contents. These are 

virtual information that complements the observable reality in each location. In this game, AR was integrated 

into the questions with two main aims: i) to promote historic patrimony preservation, which is the case of AR 

markers that are art tiles of the city (questions 1, 2, 4, and 6); and ii) to promote natural patrimony preservation, 

where AR markers are identification plaques of trees in the Campus, in this case, the Canary Island palm 

plaque.  

Additionally, multimedia resources, such as animations and images about sustainability issues, help to 

correctly answer some questions and make the game more appealing (Pombo & Marques, 2019). The players 

always get feedback to the selected answers, whether right or wrong, explaining the right answer or giving 

further information on the topic associated to each question, there were AR and multimedia resources. 

According to Chen (2020) immediate feedback, design principles, student involvement and motivation to learn 

are considered the greatest advantages of using these resources in learning. 

After answering all the questions, the users are challenged to find a virtual treasure on the UA Campuses. 

Hence, geocaching principles are explored to enhance the gameplay experience for the app EduPARK users, 

by finding hidden virtual treasures to promote curiosity, a powerful intrinsic motivator (Pombo & Marques, 

2019). 

Eighteen students of the 9th school year (14/15 years-old, both female and male) participated in this activity, 

which occurred in the Santiago university campus, on the 29th of April of 2022. Students were organized in 

seven groups of three elements. Each group played the game for an average of one hour (Figure 1), using a 

smartphone of the project, to reduce technological issues and concerns. The quiz game was previously 

downloaded to the mobile devices and no internet connection was required to play. 

At the end, symbolic EduPARK prizes were given to teams with the best performance.  

 

Figure 1. Students at the University of Aveiro during the “XPERiMENTA with EduPARK in the UA Campus” activity 
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2.2 Data Collection and Analysis 

Data collection included anonymous and automatic logs of game performance, and a questionnaire applied 

right after the game activity. The logs of game performance included scores, the number of correct and incorrect 

answers, and the time of gameplay. This data was collected directly by the app in an anonymous way and 

allows to analyze the game’s ability to support learning.  

After the game, students were asked to fill in an individual and anonymous questionnaire. It comprised 

three questions with different objectives: i) understanding what students liked the most about the EduPARK 

app; ii) identifying students’ opinions on the value of the game to learn about nature conservation; and iii) 

knowing which environmental issue from the game most concerned them. This tool included two  

multiple-choice closed questions (first and second questions) and a challenge with one open-ended question 

(third question). In this challenge, qualitative data analysis was completed, in the logic of content analysis and 

resorted to the categorization of responses based on the environmental issue that they choose (Amado & Vieira, 

2017). The quantitative data were analyzed through descriptive statistics and the results were triangulated to 

analyze the value of this game for the promotion of nature conservation attitudes (Coutinho, 2019).  

3. RESULTS AND DISCUSSION 

Through the analysis of game logs, it is found that out of the ten questions of the game, seven questions were 

correctly answered by all groups (Graph 1). These questions explored curricular content or cultural aspects of 

Aveiro city, including the topics: recycling, renewable energy, and plastic pollution.  

Regarding the remaining questions, one related to fossilization processes stands out, because only one team 

selected the correct option. The questions six and seven, about “salineiras” (women who work in salt pans) and 

food waste, only one team selected an incorrect option in each one. These three questions included image 

resources that could be analyzed by the students to support the answer. The results suggest that most groups of 

students achieved a good game performance although the question about fossilization may need improvement. 

 

Graph 1. Number of correct and incorrect answers in the game 

As referred, after the quiz game, students filled in a questionnaire. Students revealed that the three features 

they liked the most about the app were being at the UA (16 students), playing an educational game (12), and 

exploring AR (11). Graph 2 shows this data. Results show that the most valued features are related with new 

experiences of students revealing that campus visits exploring games and AR are activities valued by the target 

public. 

 

ISBN: 978-989-8704-47-4 © 2023

378



 

Graph 2. Students’ preferences regarding the EduPARK app 

The second question on the questionnaire, “What did you think about the value of the EduPARK app for 

learning about nature conservation?” was divided into eight topics. To answer it, students filled in a table with 

a Likert scale numbered from 1 to 5 with a degree of agreement (strongly disagree, disagree, neutral, agree, 

strongly agree). Results are presented in graph 3. 

The majority of students felt motivated to learn during the game (11 students “strongly agree” and 6 

“agree”) and indicated that they had fun while learning with the app (8 students “strongly agree” and 9 “agree”). 

The majority also indicated that they enjoyed learning curiosities about the city of Aveiro (12 students “strongly 

agree” and 5 “agree”) and felt more capable of conserving nature (9 students “strongly agree” and 7 “agree”). 

Most students indicated that learning outdoor helped them to better understand the school contents (6 students 

“strongly agree” and 9 “agree”). Regarding the topic “I will quickly forget what I learned from this app”, the 

majority of students “strongly disagree” (8 students) or “disagree” (8 students) about it. Concerning the topic 

“Sometimes I answered randomly”, most students “strongly disagree” (9 students) or “disagree” (7 students) 

about it. 

The majority of the students indicated that they “strongly disagreed” (9 students) and “disagreed”  

(7 students) with the item that the app presented confused and difficult to understand information.  

 

Graph 3. Students’ opinion about “What did you think about the value of the EduPARK app for learning about nature 

conservation?” 

An overall view about the answers to those topics indicates that students considered the EduPARK app has 

a positive potential on learning about nature conservation. Students also pointed out that the outdoor context 

promoted a better understanding of the school’s contents. They also indicated that using the app, promoted 

enjoyment and motivation during the learning activities in the UA Campuses.  

Students in the third, and last question of the questionnaire had to choose which environmental issue most 

concerned them (Table 1). Among the options “recycling”, “renewable energies”, “food waste”, and “ocean 

plastic pollution”, “ocean plastic pollution” was the one that most concerned them (13 students). Ten students 

justified their choice with two main reasons: a) Relevance of the topic because it is one of the biggest 
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environmental problems, mentioned by 10 students; and b) Integration in schools’ curriculum, as this is a topic 

rarely discussed in schools, mentioned by 3 students.  

About the first sub-category, students said that their generation will have to deal with the consequences of 

these environmental problems in the future. In the second sub-category, students demonstrated concern about 

marine ecosystem pollution and the issues about microplastic and its consequences to humans. 

The option “renewable energies” was selected by 5 students. They justified their choice with two main 

reasons: a) Environmental awareness, as “renewable energies” are a less pollutant option (3 students); and  

b) Interest of the topic, because they are concerned about having a better world, and mention that the resources 

are limited (2 students).  

Table 1. The environmental issue most concerned participating students 

Category Sub-category Citations Examples Frequency 

Ocean plastic 

pollution 

Relevance of the 

topic 

 

“Our generation will deal with the consequences of this 

problem in the future”; “in addition to killing the fish, 

people’s food is at risk”; “it’s more and more common to see 

plastic in the sea” 

10 

13 

Integration in 

schools’ curriculum 

 

“Destroys the habitat of many marine animals, some species 

are endangered”; we must show the consequences of 

microplastics to the population”. 

3 

Renewable 

energies 

Environmental 

awareness 

“Non-renewable resources are polluting and finite”; “we can 

ride more bikes”. 
3 

5 
The interest in the 

topic 
“To have a better world”; “because resources are limited”; 2 

 

No student mentioned recycling and food waste, as probably these are contents they are most familiar with, 

when compared to the other two topics (Ocean plastic pollution and Renewable energies), which are more 

comprehensive and difficult to fully understand. Moreover, pollution issues may be a hot topic and a frequent 

issue explored by students, not only within the school content but also in their everyday life. 

4. CONCLUSION 

The EduPARK project developed an innovative interactive mobile AR game to promote authentic 

interdisciplinary learning in a specific urban park (Pombo & Marques, 2019). This paper summarizes the results 

of an activity of playing a game of the EduPARK app about Sustainable Development.  

This game was implemented during the XPERiMENTA event. Regarding the perception of the EduPARK 

app the aspects that students valued the most were visiting a University through active methodologies, such as 

games, and exploring innovative educational technologies, namely AR. 

The results of the game showed a good game performance for all groups, as most questions were correctly 

answered. The game question that induced more difficulties among the students was the one regarding 

fossilization processes, in which two hypotheses can be raised: 1) the used image requires improvements, to 

become clearer, and 2) this topic has been studied in previous school years, without further mobilization, so it 

may be difficult to remember these contents and how to apply them. Students considered the game fun to play, 

appreciated its features, contents, and curiosities about the city of Aveiro. Students also considered that the 

EduPARK app promotes motivation for learning because they learn in a fun way while walking outside the 

classroom.  

Students also acknowledged the EduPARK app’s potential in the promotion of nature conservation 

learning. After this activity, they revealed feeling more aware of nature conservation problems, in particular in 

what concerns ocean plastic pollution. 

These arguments are similar to the ones described by Chen (2020), in particular the importance of using 

AR as a learning tool in context, accompanied by the exploration of multimedia resources, promoting mixed 

realities as an effective learning environment. 
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By using the EduPARK app, it’s possible to explore Sustainable Development theme from different school 

subjects, but as a common goal, promoting a global understanding of the topic as advocated by international 

agencies as UNESCO. 

These results are in line with other studies that indicate that mobile apps promote student motivation and 

the construction of learning (Crompton et al., 2017). Therefore, to answer the research question, evidences 

were collected pointing that the EduPARK app is an educational app with great potential to promote Education 

for Sustainable Development in basic education students. Innovative interdisciplinary practices, combined with 

outdoor activities curricularly integrated and supported by mobile technologies, provided the consolidation of 

knowledge from different curricular areas in students, and the construction of new learning about Education 

for Sustainable Development.  

As a final note, the EduPARK app is an example of a successful mobile AR game for nature conservation 

learning (Rodrigues, 2021). The great relevance and innovation of EduPARK are related to cross-subject 

outdoor learning in formal, informal, and non-formal contexts, supported by mobile technology, in an 

integrated perspective of Science, Technology, Society, and Innovation. In terms of future work, within the 

EduCITY project, it is proposed to carry out activities related to education for sustainability, with a greater 

number of students and teachers, from different school contexts, and the general public, replicating the study 

and enabling the identification of patterns. Furthermore, it is predicted to conceive several teacher training 

sessions to collect systematic data about the benefits of using this mobile learning strategy in outdoor settings. 

It is also intended to complement this study with further research allowing a better understanding about the 

potentialities of mobile AR games in outdoor environments for learning. 
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ABSTRACT 

In this era of globalization, mobile learning is increasingly becoming a new paradigm to promote teachers' core literacy. In 

this study, teachers in rural secondary schools in South China were selected as respondents, and the correlation between 

mobile learning and teachers' subject core literacy was proved by using SPSS22.0 software. The study concluded that 

mobile learning for Chinese rural secondary school teachers is deficient at the level of social interactivity, the learners 

(teachers) themselves and mobile learning devices. Therefore, enhancing the social interaction level of mobile learning, 

stimulating the demand for m-learning among rural secondary school teachers and Increasing Equipment Support are 

crucial to improving teachers' subject core literacy in rural secondary schools. 

KEYWORDS 

Mobile Learning, Teachers' Subject Core Literacy, Chinese Rural Secondary Schools 

1. INTRODUCTION 

Since the 21st century, information and communication technologies have developed rapidly and the Internet 

is widely used in various fields. Mobile technology has become a new tool for professional development of 

teachers, and mobile learning is gradually entering the field of teacher development. Mobile learning is a way 

of learning that transcends geographical limitations and makes full use of portable technology. This learning 

approach is expected to contribute to the improvement of teachers' subject core literacy through teacher 

professional development and changes in the form of teacher education. Teachers’ subject core literacy refers 

to the necessary competencies (language skills, learning skills) and required qualities (cultural awareness, 

thinking skills) of the subjects teachers acquire. As a huge part of Chinese teachers, it is urgent to improve the 

subject core literacy of rural secondary school teachers. In the context of global informatization and the 

COVID-19, mobile learning is particularly important for the enhancement of subject core literacy of rural 

secondary school teachers. 

2. LITERATURE REVIEW 

In this study, we used 10 November, 2022 as the time point,and “mobile learning” as the keyword, then we 

searched in the China Knowledge Network (CNKI: www.cnki.net) .. We got a total of 8521 academic papers. 

and 1253 of the papers were from the CSSCI（Chinese Social Sciences Citation Index） When we entered 

“teachers' core literacy”, 1924 academic papers were shown on, including 507 papers selected by the CSSCI. 

The third keyword is “rural secondary school teachers”, and 105 academic papers were shown, 24 of them 

were published in core journals selected by the CSSCI.  This study composed the above papers and summarizes 

the main following parts. 
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2.1 Studies on M-Learning for Teachers' Subject Core Literacy Enhancement 

Scholars have focused on the positive impact of mobile learning on teachers' subject core literacy enhancement. 

Mobile learning has become an important way for teachers to enhance their subject core literacy. For example, 

American scholars Micah Shippee and Jared Keengwe (2014) pointed out that Internet technology continues 

to emerge to break geographical barriers in education and teaching on a global scale, build information 

platforms, narrow opportunity gaps, promote educational equity, and build bridges of communication. Chinese 

scholar Xiao-yu, Hua (2017) pointed out that with the increasing development of mobile Internet technology, 

it is proven to explore the path of teachers' subject core literacy development, and the mobile learning model 

helps teachers understand the frontier knowledge of education, accumulate relevant knowledge and skills, and 

achieve subject core literacy improvement. 

2.2 Challenges of Mobile Learning for Chinese Rural Secondary School 

Teachers 

Scholars have focused on the negative impact of mobile learning on teachers in rural areas where online 

technologies are not well developed. For example, Chinese scholars Jian-jun, Ma et al. (2017) pointed out that 

teachers in rural area were not sufficiently prepared to use mobile learning, and they were unfamiliar with the 

operation of mobile devices. Meanwhile, some of them were less motivated to accept new things on the whole 

and had a narrower and lower level of cognitive scope, and the conditions and environment of mobile facilities 

in rural areas were not perfect, so the overall effect was poor. Chinese scholars Shao-rong,Guo and  

Zhi-ping,Zhou (2021) talked about the serious loss of good students in rural schools, the loss of good students 

can be traced to the loss of good teachers. Teachers are the first resource for education, so retaining good 

teachers is fundamental. The workload of teachers in rural schools is heavy, and their welfare and benefits are 

low. Long-term overload makes teachers physically and mentally exhausted. All of which affects the 

enthusiasm of the majority of teachers’ work.Teachers' low sense of professional achievement and gradual loss 

of enthusiasm for education will lead to burnout.  There are serious challenges to enhance their own subject 

core literacy. 

2.3 Improving the Subject Core Literacy of Rural Secondary School Teachers 

Based on Mobile Learning 

Scholars have focused on the possible paths of mobile learning to enhance teachers' core literacy in the subject, 

and three different arguments have been formed in the academic community. First, the subject theory, which 

was pointed out by Chinese scholars such as Qi-guang,Yang(2021)..In order to enhance the awareness of 

mobile learning among rural secondary school teachers, we must start with rural secondary school teachers 

themselves. By Changing their cognitive concepts, stimulating their intrinsic motivation to engage in mobile 

learning, and enhancing their mobile learning. The teachers' confidence in mobile learning should also be 

enhanced. Second, the institutional theory. Chinese scholars such as Wei-rong, Huang (2017) proposed that to 

enhance the information technology of Chinese rural secondary school teachers requires the collaboration of 

government departments, mobile learning researchers, universities, and international organizations.  Chinese 

scholars such as Yan-hong,Cao (2017) agree with this point. Third, the methodological theory. Teachers' subject 

core literacy enhancement should be carried out in the context of Chinese basic national conditions and local 

educational realities, and the professional literacy practices of teachers should be tailored to local conditions.  

As we can see above, the existing studies on the enhancement of subject core literacy of rural teachers have 

made a lot of attempts in many aspects and have come up with many useful conclusions, providing many 

references for the enhancement of subject core literacy of rural teachers. However, the research on mobile 

learning for teachers is not only few but also unsystematic, most of the studies are based on macroscopic 

assumptions. And the research on mobile learning and teachers is from a microscopic perspective, research 

which from the perspective of rural secondary schools is still rare. Therefore, the importance of this study has 

been highlighted. 
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3. RESEARCH DESIGN 

3.1 Theoretical Foundation 

The Framework for the Rational Analysis of Mobile Education (FRAME) is a model for mobile learning 

analysis that describes the intersection of mobile learning as a process involving mobile technology, human 

learning capabilities, and social interaction (Ally, 2009). The model was proposed by Marguerite Koole of 

Athabasca University in Canada in 2006 and has been widely adopted by mobile learning researchers and 

practitioners in China and abroad in recent years. 

In the FRAME model, Koole (2006) primarily views mobile learning as a learning experience in which 

learners are placed in a specific information environment. Learners individually and collectively use and create 

information, and this information interaction takes place through technology. It is through this complex 

interaction that information becomes meaningful and contributes to learning. In this information environment, 

the FRAME model presents the intersection of three different dimensions through the Venn Diagram, as 

illustrated in figure 1. The framework shows that in the information context and theory logic, device, learner 

and society constitute the three core circles of mobile learning, which overlap to form the intersection of 

Interaction Learning, Social Technology and Device Usability. This study uses the model as an analytical 

framework to explore the path of enhancing teachers' subject core literacy in the context of mobile learning in 

practice. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The FRAME modal 

3.2 Research Hypothesis 

Based on the literature review and the analysis of the questions, this study attempts to investigate the current 

situation of mobile learning among Chinese rural secondary school teachers and the impact of mobile learning 

on the development of subject core literacy among rural secondary school teachers. The research hypothesis 

was also proposed: the subject core literacy development of Chinese rural secondary school teachers is 

positively related to mobile learning ability. 

3.3 Research Objects and Research Tools 

3.3.1 Research Objects 

The subjects of this study covered rural middle school teachers in South China.1260 questionnaires were 

distributed and 1245 were collected, excluding invalid questionnaires, 1225 valid questionnaires were obtained, 

with a recovery rate of 98.80%. The respondents were all rural middle school teachers, including 660 males 

and 565 females, other basic information of teachers is shown in Table 1. 
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Table 1. Basic information about the research subjects 

Classification 

Length of teaching experience Academic 

1-

3years 

4-

9years 

10-

15years 

15+ 

years 

Specialized 

and below 

Bachelor's 

Degree 
Postgraduate 

Number of people 155 435 405 230 146 380 135 

Ratio (%) 12.7 35.5 33.0 18.8 59.0 31.0 7.3 

Classification 

Qualifications Title 

Not rated 
Secondary Level 

2 Teacher 

Secondary Level 1 

Teacher 

Senior Secondary 

Teacher 

Number of people 90 380 730 25 

Ratio (%) 7.3 31.0 59.6 2.0 

3.3.2 Research Tools 

The research instrument for this study was a self-designed questionnaire. The main sources for the question 

design are form China's Professional Standards for Secondary School Teachers (for Trial Implementation) 

(2012), Research on the Construction of Professional Core Literacy Models for Primary and Secondary School 

Teachers (He Zhongqi,2021), and the FRAME Model. The questionnaire consists of four main parts: basic 

information, society, learner,and device, as shown in Table 2. The second and third parts of the questionnaire 

are based on the five-point scale of Likert,The Cronbach's alpha coefficient of this questionnaire was 0.921, 

which was greater than 0.85, and the KMO value was 0.763, which was between 0.7 and 0.8, indicating that 

the reliability of the questionnaire was good. 

Table 2. Questionnaire dimensions 

Level 1 Indicators  Level 2 Indicators 

1 Basic information  Gender, teaching experience, title, education, IT level 

2 Society  
2.1 Mobile Learning Community 

2.2 Mobile learning sharing platform 

3 Learner（Teacher） 
3.1 Consciousness of Mobile Learning 

3.2 Effectiveness of Mobile Learning  

4 Device  
4.1 Personal mobile learning device usage 

4.2 Mobile Learning Resources Sharing 

4. RESEARCH RESULTS 

4.1 The General Situation of Mobile Learning for Rural Secondary School 

Teachers in China 

Firstly, the overall situation of mobile learning among Chinese rural secondary school teachers is not bad. The 

average score of this indicator for the participating teachers was 3.758, and the average scores of the dimensions 

within mobile learning ranged from 3.63 to 3.90, rated them in descending order. 

Secondly, there was no significant gender difference in Chinese rural secondary school teachers' 

engagement in mobile learning (t=-0.409, p=0.683). However, it appeared that the overall level of mobile 

learning was slightly higher among females (m=4.03) than males (m=3.97) in terms of average scores. 

Thirdly, there were significant differences in mobile learning among Chinese rural teachers with different 

teaching ages and job titles (F=18.037, p<0.001; F=21.234, p<0.001). Chinese rural teachers with 1-3 years of 

teaching experience had the highest average score (m=4.174), followed by teachers with 10-15 years of 

teaching experience (m=4.052),  4-9 years of teaching experience (m=3.758) and those with more than 15 years 

of teaching experience (m=3.589). In terms of job title, secondary level 2 teachers had the best performance in 

mobile learning (m=4.300), followed by senior secondary teachers (m=4.176), unrated teachers (m=3.917), 

and secondary level 1 teachers (m=3.501) in descending order. 

Fourthly, teachers with different levels of IT skills showed significant differences in mobile learning 

(F=10.934, p<0.001). Teachers with appropriate IT training experience or IT certification had an overall higher 

level of mobile learning than those teachers who did not have IT training before. 
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4.2 The Correlation Between M-learning Ability and Teachers' Subject Core 

Literacy Enhancement in Rural Secondary Schools 

4.2.1 Calculation of Model Validity 

The Pearson correlation coefficient is applicable to the study of continuous linear data, therefore, before 

analyzing the correlation empirically, the scientific validity of the Pearson correlation coefficient should be 

verified. The linear correlation between the two variables of "mobile learning" and "subject core literacy" was 

verified by using SPSS22.0 scatter plots, as shown in Figure 2. 

 

 

 

Figure 2. Scatter plot 

In this study, the linear correlation between the mobile learning score as the independent variable and the 

disciplinary core literacy score as the dependent variable was verified. The R2 equals to0.752 and was obtained. 

The fitted equation:y =11.944+1.606* x, presenting a linear relationship between the two variables. Regression 

analysis was performed by using SPSS 22.0. It shows that the model is validity. 

4.2.2 The Correlation Between Social Interactions of Mobile Learning and Teachers' 

Disciplinary Core Literacy 

The social interaction of mobile learning in this study is mainly concerned with the interaction between teachers 

and mobile learning content, but also includes the interactive communication between teachers using mobile 

platforms. For example, teachers' communication in online forums. The survey showed that most of the schools 

were slightly inadequate in providing mobile learning social interactions for teachers (M=3.61). In the 

correlation analysis, it was also revealed that teachers' social interactions using mobile learning were highly 

correlated with teachers' subject core literacy (r=0.730, p=0.000). 

4.2.3 The Correlation Between Learner and Teachers' Subject Core Literacy 

Overall, the subject core literacy status of Chinese rural secondary school teachers was average (M=3.89). The 

score of subject knowledge was 3.77, the score of professional competence was 3.59, and the score of 

professional affect was 3.85. Based on the validity verification of the previous computational model, this study 

used SPSS22.0 with Pearson correlation coefficients and conducted a correlation analysis study of the data 

using a two-sided test (two-tailed). It was found that teachers' mobile learning cognition, knowledge, and 

competence in mobile learning in general showed a high correlation with teachers' subject core literacy. Where 

correlation coefficient equals to 0.867 and p = 0.000.  

4.2.4 The Correlation Between M-learning Devices and Teachers' Subject Core Literacy 

From the data findings, schools are still inadequate in terms of devices support to teachers for mobile learning, 

the data showed that the average level of input equals to 3.80. The results showed that there is a positive 

correlation between the equipment situation of schools on mobile learning and subject core literacy of teachers 

in rural areas (r=0.861, p<0.001). 
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5. CONCLUSION 

In summary, the research hypothesis was verified that teachers' mobile learning competency has a positive 

relationship with their subject core literacy development. The overall mobile learning competencies of Chinese 

rural secondary school teachers were average, with teachers' mobile learning competencies showing significant 

differences in terms of teachers' teaching experience, job title, and information technology level. At the same 

time, Chinese rural secondary school teachers' m-learning condition was deficient in social interactivity, 

learners’ (teachers themself) performance and mobile learning device. 

5.1 Weak Social Interaction of M-learning among Chinese Rural Secondary 

School Teachers 

From the results of the study, there is a deficiency in social interaction in mobile learning for teachers in Chinese 

rural secondary schools. The average score of social interaction is 3.61 and the standard deviation is 0.896. 

Teachers were independent of each other and had less interaction when learning online. In the survey of Chinese 

rural secondary schools, the question "What do you think are the main difficulties of mobile learning for 

teachers' subject core literacy development?" was asked. 78.05% of teachers believe that schools currently lack 

effective interactive communication. This is mainly because most teachers only focus on their knowledge 

during mobile learning, and teachers lack communication and interaction with each other. For example, some 

online training in the China Teacher Development Network is mainly based on listening to lectures, and 

learning is evaluated mainly by the total minutes teachers spend when watching online courses (40% of the 

total) and independently complete assignments. The communication part such as forum and salon occupies 

only 5% of the score. 

5.2 Low M-learning Conscience among Chinese Rural Secondary Schools 

Teachers 

According to the results of the study, mobile learning showed a high positive correlation with teachers' subject 

core literacy development (r=0.911), and the current subject core literacy status of Chinese rural secondary 

school teachers is average (M=3.89), which shows that rural secondary school teachers have more room to 

improve their subject core literacy and can use mobile learning to promote their own subject core literacy 

development. However, the overall situation of mobile learning among rural secondary school teachers in 

China is average (M=3.758). Among them, teachers' awareness of mobile learning is at a low level (M=3.63), 

which shows that the internal motivation for mobile learning among rural secondary school teachers is not 

strong. The study also showed that there were significant differences in mobile learning among Chinese rural 

teachers with different teaching ages and job titles (F=18.037, p<0.001; F=21.234, p<0.001), and rural 

secondary school teachers' motivation to engage in mobile learning decreases as they grow older and develop 

professionally, relative to younger teachers. In addition, the situation of rural secondary school teachers 

conducting mobile learning was closely related to their information technology level, and teachers with 

different information technology levels showed significant differences in conducting mobile learning 

(F=10.934, p<0.001). Some rural secondary school teachers had low awareness of information technology and 

low initiative in using mobile learning devices. 

5.3 Insufficient Device Support Among Chinese Rural Secondary Schools 

Teachers 

According to the survey data, there is a positive correlation between schools' material support on mobile 

learning and rural secondary school teachers' subject core literacy development (r=0.861, p<0.001), and 

according to the questionnaire results, rural secondary school teachers are very concerned about the support of 

classroom network condition, mobile device performance, learning resources quality and other factors on their 

mobile learning. But at present, the investment in these resources in rural secondary schools is at an average 

level(M=3.80). In addition, funding is also a factor of particular concern to teachers. Because local economic 
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development in rural middle schools is slower than that in cities, educational resources and funds are often 

limited, and there are still some differences in the use of mobile platforms from urban areas, so teachers' needs 

in terms of financial investment and information technology in teaching cannot be fully met, and the 

construction of advanced mobile learning platforms has not been built in rural middle schools. In the  

open-ended questionnaire, 74.7% of teachers said that the singularity of training content and form is also one 

of the biggest obstacles to their mobile learning. In terms of training methods, teachers in rural middle schools 

often participate in group training, online training, and lack of expert guidance and systematic learning.  

6. SUGGESTIONS 

The level of teachers' subject core literacy will eventually affect the level of students' literacy. According to 

Koole's framework, improving teachers' mobile learning ability is an inevitable development of the times, and 

also an important way for rural middle school teachers to improve their professional quality in the context of 

information society. 

6.1 Enhancing the Social Interaction Level of M-learning among Rural 

Secondary School Teachers 

Social interactivity is an essential element of mobile learning. Focusing on the social interactivity of mobile 

learning is an important way to enhance the effectiveness of mobile learning for teachers. The social 

interactivity of mobile learning is mainly reflected in online interaction and communication. Therefore, this 

study proposes the following recommendations. 

Firstly, building an interdisciplinary learning community for teachers' mobile learning. The construction of 

interdisciplinary learning communities can establish close ties among teachers, break the barrier of  

"non-interaction" among teachers in mobile learning, enhancing emotional communication among different 

disciplines teachers， and provide emotional and social support for the sustainability of mobile learning. 

Secondly, building a sharing mechanism for teachers' mobile learning. On the one hand, theme-based social 

groups can be constructed. This could start with key skills that teachers urgently need for professional 

development, for example by designing different subject teaching skills exchange themes. Teachers can design 

mini-lessons through online education platforms such as Tencent Classroom, which is popular in China, in 

order to share their experiences with each other and thus promote self-reflection and subject skills development. 

On the other hand, problem-based social groups can be constructed. Design a mobile learning exchange 

mechanism based on subject teaching problems. For example, with the theme of thorny problems encountered 

in subject education and teaching practice, teachers in rural secondary schools can use social tools such as QQ 

and WeChat, to share their confusion and insights in classroom teaching, showcase teaching problems they 

have encountered, share their problem-solving strategies, etc.  

6.2 Stimulating the Demand for M-learning among Rural Secondary School 

Teachers 

While mobile learning as a new learning model has made great strides in some developed countries or regions, 

there are still many teachers in rural areas of some developing countries who do not have a good understanding 

of mobile learning models. Targeted training is needed for the teachers concerned. 

First, teachers in rural secondary schools should be made more aware of the mobile learning model. Make 

teachers aware that mobile learning is based on modern multimedia mobile terminals such as mobile phones, 

laptops and IPDADs, which allow for personalised learning that is not restricted by time and space. This mode 

of learning, due to its convenience, affordability and speed, can help teachers in rural areas to make up for such 

shortcomings as limited resources and time and space constraints. This can have a unique and important impact 

in promoting the development of their subject core literacy. In addition, incentives such as rewards and credit 

systems can also be set up to enhance the internal motivation of teachers in rural secondary schools to 

participate in mobile learning. Second, the effectiveness of mobile learning in developing the subject core 

literacy of rural middle teachers should be improved. To help teachers in rural middle schools master mobile 
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learning skills, regularly conduct centralized training, and invite teachers who are good at mobile learning 

mode to conduct one-on-one tutoring. On the one hand, we should help teachers in rural middle schools 

establish the teaching concept of "learning for teaching and teaching for learning" and change the concept of 

separating learning from teaching. On the other hand, we should improve the application effect of mobile 

learning tools for teachers in rural middle schools, so that they can personally feel that they will achieve greater 

and better development in subject core literacy with the help of mobile learning. 

6.3 Increasing M-learning Equipment Support For Rural Secondary School 

Teachers 

It should increase investment in mobile learning equipment construction and resources, optimise mobile 

learning equipment and innovate public mobile learning content, so as to provide the most advanced support 

for mobile learning for teachers in rural secondary schools.  

First, optimise personal mobile learning equipment. On the one hand, the government should increase 

funding for township secondary schools, enrich the quantity of mobile learning tools and improve the quality 

of mobile learning devices. On the other hand, it should also accelerate the construction of mobile high-speed 

Internet networks to ensure smooth, high-speed and efficient network signals, so as to ensure that teachers in 

township secondary schools can carry out mobile learning effectively. Second, innovate the content of public 

mobile learning. Large social platforms such as Qzone and WeChat space should be fully utilised to enrich the 

content of mobile learning resources for teachers in rural secondary schools. For example, teachers should be 

encouraged to upload their mobile learning materials to their personal social networking platform spaces for 

sharing and learning. In addition, a school mobile learning database could be established. This means that a 

school-level teacher subject core literacy learning database can be established based on different subjects and 

teachers' personal teaching literacy characteristics, and AI technology can be used to select different mobile 

learning content and learning resources for teachers of different subjects, thus forming a unique and systematic 

subject core literacy development programme for each teacher. This will enable the mobile learning model to 

better promote the development of subject core literacy among teachers in rural secondary schools. 
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ABSTRACT 

Mobile learning or mLearning has become an essential tool in many fields in this digital era, among the ones educational 

training deserves special attention, that is, applied to both basic and higher education towards active, flexible, effective 

high-quality and continuous learning. However, despite the advances in Natural Language Processing techniques, 

mLearning still does not take full advantage of the great potential of the latter techniques. It is the case of the transformer 

language models distributed in chatbot form. Accordingly, this work presents a mLearning application based on OpenAI 

GPT-3 model, which enables user-friendly interactions. The proposed system was tested in two evaluation scenarios, and 

the experimental results endorse its appropriateness toward learning experience enhancement. 
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Higher Education, Intelligent Virtual Assistant, Mobile Learning, Natural Language Processing, User-Generated Content, 

Transformer Language Models 

1. INTRODUCTION 

Mobile learning or mLearning allows to gather knowledge and develop skills by exploiting mobile 

technologies. mLearning exploits all media types (audio, text, visual data, etc.) at any place and time (Crompton 

& Burke, 2018). Consequently, it has become an essential tool in this digital era, driven by the recent advances 

in communication networks, information technologies, and learning applications (Bai, 2019). All levels of 

education have been affected by digitalization which promotes practice-based learning instead of just offering 

theoretical knowledge. Particularly, mLearning has been extensively used in both basic and higher educational 

levels, being a critical component in the latter towards high-quality, active, and continuous education 

(Crompton & Burke, 2018). As a result, mLearning is established as a strategic tool to enhance university 

student capacities (Pinto et al., 2020). There exist several mobile technologies used in mLearning, such as 

eBooks, smartphones, tablets, etc. Among them, mobile phones are the most common devices due to their 

multi-task nature (audio, image, and video recording capabilities, and all kinds of educational software 

available) (Crompton & Burke, 2018; Hartley & Bendixen, 2019). 

Its flexible and convenient nature (Pedro et al., 2018) is highly attractive to digital natives who seek a fully 

immersive learning experience. However, learning experience enhancement can only be achieved through 

well-designed learning solutions (Parsazadeh et al., 2018). Accordingly, consideration should be given to 

advanced mLearning approaches to ensure learning effectiveness. In this line, transformer language models are 

relevant to this work. They are intended to solve sequence-to-sequence tasks and handle long-term 

dependencies by relying on the self-attention mechanism based on the encoder-decoder architecture. More in 

detail, the input word embeddings enter the first encoder, and then they are transformed and propagated to the 

next encoder. The output is obtained after decoding. These models are the most advanced for Natural Language 

Generation and are distributed in a chatbot form (Brown et al. 2020). A chatbot is a conversational agent able 

to interact with users in a natural way using textual or voice-based interfaces in order to answer questions, 

establish a conversion on any topic or even perform a certain task. This technology has been applied in multiple 

domains, such as customer service and, especially to education and training (Tallyn et al., 2018). Users can 

benefit from the instant availability of mLearning applications and the ability to respond naturally using 

chatbots. Accordingly, this work contributes with a transformer language model-based mobile application 
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which exploits Natural Language Processing (NLP) to enable user-friendly interactions to enhance mLearning 

acceptance of both educators and learners, inside and outside of the classroom. 

The rest of the paper is organized as follows. Section 2 reviews relevant literature on mLearning to support 

the motivation of the present work. Section 3 presents the proposed solution, while Section 4 details the 

implementation decisions and displays the experimental results obtained. Finally, Section 5 concludes the 

article. 

2. RELATED WORK 

mLearning solutions are nowadays official tools in both classrooms and workplaces, but they are also relevant 

systems outside these environments, at homes for teleworking and remote education, respectively (Kumar 

Basak, 2018). They seek to provide new efficient ways of learning and also remove the existing limitations in 

the process with the ultimate objective of meeting the learner's needs. As previously mentioned, mLearning 

was originally developed as a way to save resources (money and time) while at the same time enabling  

high-quality, easier and faster learning. Learning processes involve challenging tasks such as comprehension, 

design, problem-solving, debugging, etc. (Malik et al., 2020). Thus, Technology Enhanced Learning (TEL) 

and Learning Analytics (LA) constitute relevant approaches for enhancing users’ learning satisfaction in 

multimodal learning environments compared or combined with traditional methodologies (Mota et al., 2018). 

The European Digital Agenda 20201 seeks to perform strategic ICT (Information and Communications 

Technology) research and innovation actions like promoting digital skills and inclusion. Among Good Practice 

Teaching (GPT) (Romero-Rodríguez et al., 2020), which involves cooperative work, knowledge, and  

self-regulation training along with the development of digital competence, educational chatbot solutions are 

appropriate. The latter solutions promote human-machine interaction and engagement (Smutny  

& Schreiberova, 2020). This is the case with the Ethnobot chatbot (Tallyn et al., 2018), which asks users 

ethnographic-related questions. However, the most advanced technology for chatbot design is the 

aforementioned language transformer models. Particularly, OpenAI, an Artificial Intelligence research and 

deployment company, provides three different models depending on the use case: GPT-3, oriented to NLP, 

Codex for programming users, and Content filter to detect whether a text may be confidential or insecure 

(Brown et al. 2020). However, none of them focus on the educational field. 

In the particular case of Spain, mLearning has started to be applied to preschool and primary levels 

(Romero-Rodríguez, 2020). The results obtained show a positive increase in motivating the learners and 

improving their learning outcomes (Bai, 2019). However, there is still work to be done in digital competence 

development in Spain (Fuentes et al., 2019), even though it is the fifth country in the world regarding the 

number of smartphone and Internet users2. Therefore, the Instituto Nacional de Tecnologías Educativas y 

Formación del Profesorado (INTEF) indicated the necessity to promote the latter digital competence among 

students (Romero-Rodríguez, 2020) beyond Learning Management System (LMS) software (Antonova  

& Bontchev, 2020). LMS is very popular at higher levels (Abazi-Bexheti et al., 2018). Examples of LMS 

include Blackboard, Edmodo, Google Classroom, Moodle, Sakai, and Schoology. In this line, Andrei et al. 

(2019) presented the Open Virtual Mobility Learning Hub which combines different interactive learning 

methodologies in open-source frameworks like MOODLE. Learning apps are also very common, the second 

most popular category on Google Play (Singh & Suri, 2022). Take Duolingo, Quizlet, SoloLearn as 

representative examples. 

Regarding prior research on mLearning, Mota et al. (2018) presented a framework to create applications 

with augmented reality, while Oyelere et al. (2018) developed MobileEdu focusing on computing education 

for university students following a blended learning approach, that is, combining mlearning and traditional 

face-to-face teaching (Nogueira & Paniago, 2022). Furthermore, Parsazadeh et al. (2018) presented a  

Jigsaw-based mLearning application that combines interactive and cooperative learning to promote peer and 

group interaction. More recently, Nazar et al. (2022) created an Android app to comprehend the concept of 

redox in Chemistry for university students. Other popular use cases include language (Brata et al., 2019) and 

 
1 Available at https://library.educause.edu/resources/2019/4/2019-horizon-report, January 2023. 
2 Available at https://compromiso.atresmedia.com/levanta-la-cabeza/quienes-somos/movimiento-uso-responsable-

tecnologia_201901245c49b0f20cf238d4657881bc.html, January 2023. 
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code (Troussas et al., 2020; App Inventor and Scratch) learning. Accordingly, Liu (2022) developed an 

mLearning application to improve the English language among college students, which combines gamification 

and collaborative/competitive learning. More closely related to our work is the WeChat application developed 

by Ng et al. (2020), the most popular collaborative learning application used among Chinese students. 

This work contributes to all the fundamental perspectives of mLearning: (contribution-i) cognitive (how 

the brain operates during learning), (c-ii) emotional (engagement, motivation, etc.), (c-iii) behavioral 

(outcomes of the learning process), and (c-iv) contextual (interaction and collaboration). Consequently, the 

proposed intelligent mobile application seeks learning optimization in a virtual and adaptive environment by 

exploiting NLP techniques over the content (c-i and c-iii). It also adapts the utterances to the emotional state 

of the users thanks to its sentiment analysis (SA) and empathetic module to prevent frustration and promote 

confidence (c-ii). Note that the latter feature is especially relevant since the emotional state of the learner is 

strongly related to the outcome of the learning process (Singh & Suri, 2022). Finally, the system uses an 

innovative communication approach with a transformer language model (c-iv). 

3. PROPOSED METHOD 

The proposed virtual learning assistant is depicted in Figure 1. In this figure, the conversational server and 

client application are illustrated. The solution is intended for both professors and students and was especially 

designed for the Spanish language, even though its adaptation to other languages may be considered 

straightforward. Thanks to the pre-trained model available, this solution will be able to accommodate any 

educational issue without prior training or additional information. The assistant provides automatic question 

generation and free dialogue functionalities. In the particular case of students, the virtual assistant enables 

doubts resolution. 

3.1 Conversational Server 

The conversational server is the core of the system and allows to automatically generate interactions with the 

users in the form of questions or free dialogue. The system utterances are enriched following a template-based 

approach to ensure that the human-machine interaction is satisfactory. 

3.1.1 ML Model Selection Module 

Once the request is received from the client, it is necessary to select the Machine Learning (ML) model to 

generate the system output. Accordingly, the model with a higher computational cost is selected. If the latter 

model is not available, that is, request errors are being produced, or there is a response time greater than 30 

seconds, the next model based on higher computational cost is selected. 

3.1.2 Playground Manager Module 

The playgrounds in OpenAI are composed of templates that contextualize the dialogue in a specific area or 

topic and ensure that the system response is appropriate. Thus, this module allows to management of the 

available playgrounds and includes relevant features like personalization, empathy, and feedback. 

Personalization stage. It detects the profile of the user (teacher or student), the conversation type 

(automatic question generation or free dialogue), and the area and topic of the conversation. The history of the 

interactions is also managed in this stage (maximum history of six utterances). Firstly, the users indicate their 

role, and since the words teacher or student (or synonyms of these words) may be absent, the system identifies 

the role with the following template in the playground, “Si te dijese [USER ROLE DEFINITION IN 

NATURAL LANGUAGE], ¿qué dirías que soy un profesor o un alumno? Contesta con una sola palabra”  

(If I told you [USER ROLE DEFINITION IN NATURAL LANGUAGE], what would you say I am, a teacher 

or a student? Answer with one word). The system returns the role of the user, and only when “teacher” or 

“student” is identified the conversation continues. Otherwise, the system keeps asking the users about their 

roles. Then, the operation mode is detected using the following templates, “Soy un/una docente. Si te dijese 

[USER OPERATION MODE DEFINITION IN NATURAL LANGUAGE], ¿qué dirías que he elegido de las 

opciones disponibles: generar preguntas de examen, chat abierto? Contesta con una sola de las opciones de 
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la lista” (I am a teacher. If I told you [USER OPERATION MODE DEFINITION IN NATURAL 

LANGUAGE], what would you say I have chosen from the available options: exam question generation, free 

dialogue? Answer with only one of the options from the list) and “Soy un/a estudiante, si te dijese [USER 

OPERATION MODE DEFINITION IN NATURAL LANGUAGE], ¿qué dirías que he elegido de las 

opciones disponibles: generar preguntas de auto-evaluación, resolver dudas, chat abierto? Contesta con una 

sola de las opciones de la lista” (I am a student, if I told you [USER OPERATION MODE DEFINITION IN 

NATURAL LANGUAGE], what would you say that I have chosen from the available options: generate self-

assessment questions, resolve doubts, free dialogue? Answer with only one of the options from the list), for the 

teacher and student roles, respectively. Finally, if the question generation functionality was previously detected 

for the teacher or student role, it is time to infer the area and topic of the conversation. Accordingly, a similar 

template is used, “Si te dijese [USER AREA AND TOPIC DEFINITION IN NATURAL LANGUAGE], ¿a 

qué área y temática me refiero? Contesta siguiendo el siguiente formato, materia: A, tema: B” (If I told you 

[USER AREA AND TOPIC DEFINITION IN NATURAL LANGUAGE], what area and topic am I referring 

to? Answer using the following format, area: A, topic: B). 

 

 

Figure 1. System scheme 

SA and empathetic stage. The system generates sentences adapted to the state of mind of the users since 

it has been trained to follow this template “El asistente es dinámico, nunca repite dos veces lo mismo, es 

creativo, es inteligente y muy amable” (The assistant is dynamic, it never repeats the same thing twice, it is 

creative, intelligent and very kind). During the quiz with the students (system automatic question generation 

and user response), if three consecutive mistakes are made by the student, the assistant asks how the student 

feels. The latter response is analyzed using the template “Si te digo [USER STATE OF MIND DEFINITION 

IN NATURAL LANGUAGE] dirías que estoy ¿triste o feliz?” (If I told you [USER STATE OF MIND 

DEFINITION IN NATURAL LANGUAGE] would you say I am happy or sad?). If the emotion “tristeza” 

(sad) is detected, questions from a lower difficulty level will be presented to the student. 

Feedback stage. The empathetic nature of the assistant defined in the previous stage is combined with the 

feedback provided to the users. The latter is possible thanks to the template “Soy un/a estudiante y a la pregunta 

[ASSISTANT QUESTION] he contestado [USER ANSWER]. Dime si mi respuesta es 100% correcta, 

parcialmente correcta o no es correcta. Y explícame el porqué” (I am a student and to the question 

[ASSISTANT QUESTION] I have answered [USER ANSWER]. Please tell me if my answer is 100% correct, 

partially correct or incorrect. And explain to me why). 

Finally, for the utterances generation of the virtual assistant, there exist several additional playgrounds 

depending on the role and action previously chosen. 

• Exam question generation for the teacher role. The template used is “Soy un/a docente con 

conocimientos avanzados, necesitaría generar una pregunta para un examen de [ASSISTANT 

AREA AND TOPIC DETECTED]” (I am a teacher with advanced knowledge, I would need to 

generate a question for an exam [ASSISTANT AREA AND TOPIC DETECTED]). 

• Self-assessment for the student role. The template used is “Soy un/a estudiante, necesitaría 

practicar para un examen de [ASSISTANT AREA AND TOPIC DETECTED]. Genérame una 

pregunta al respecto” (I am a student, I would need to practice for a [ASSISTANT AREA AND 

TOPIC DETECTED] exam. Give me a question about it). 
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• Doubts resolution for the student role. The template used is “Soy un/a estudiante. Necesitaría que 

me resolvieras esta pregunta [USER QUESTION IN NATURAL LANGUAGE]” (I am a student.  

I need you to solve this question [USER QUESTION IN NATURAL LANGUAGE]). 

3.1.3 Data Processing Module 

Text processing is essential for personalization, SA, and empathetic stages. Thus, this module deletes symbols, 

URLs, and other non-alphanumeric content. 

3.2 Data Manager 

The main functionality of this module is to serve as an abstraction layer between the conversational server, the 

ML model selector, and the client application. Server-client data are sent and received in JSON format. In 

addition, JSON allows the status of the conversion to be established by identifying the type of interlocutor and 

the number of interactions, as well as the immediately preceding questions and conversations, thus, acting as 

an intermediate lazy cache. 

3.3 Client Application 

It serves as the system access interface for the end users. This module identifies the number of interactions that 

have been carried out in the free chat functionality. In addition, the cleaning of the user cache is performed 

when the user ends the conversation with the “terminate” command. 

4. EXPERIMENTAL RESULTS 

This section presents the implementation decisions. In the end, the evaluation results are discussed. 

4.1 Conversational Server 

This module was deployed as a Flask server (version 2.2.2) with a Gunicorn traffic balancer (version 20.1.0) 

using Python programming language (version 3.8). 

4.1.1 ML Model Selection Module 

For the generation of sentences, the system uses the GPT-3 transformer language model (version 3.5) provided 

by OpenAI. 

4.1.2 Playground Manager Module 

In order to either reduce the randomness of the response or guarantee the maximum dynamism of the dialogues, 

the temperature parameter was set as follows (0 and 1, respectively). 

• Personalization stage. Temperature = 0. 

• SA and empathetic stage. Temperature = 0 when using the templates to train the assistant and 

Temperature = 1 when generating empathetic interactions. 

• Feedback stage. Temperature = 1. 

4.1.3 Data Processing Module 

Regular expressions are exploited to detect both symbols (“#”, “´”, “;”, “`”, “~”, “&”, “.”, “?”, “¿”, “!”, “¡”) 

and URLs (starting with http, https, pic, and www). 
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4.2 Data Manager 

The Python http module is used for request management on the client side while, on the server, the Flask 

library. In addition, for the generation of requests against the transformer language model, the OpenAI Python 

library is used. 

4.3 Client Application 

The client has been designed using the cross-platform Flutter language; hence the proposed system is accessible 

from Windows, macOS, iOS, and Android as a native application or from a browser. For the design of the chat, 

the Flyer Chat library was used. A model-view-controller paradigm was followed. 

4.4 Case Study 

In our study, a total of 100 interactions have been manually annotated by two NLP experts. Particularly, two 

evaluation scenarios have been set. 

Scenario 1. Five thematic areas with a single topic (history – World War II, biology – cellular and 

biochemistry, mathematics – differential equations, medicine – human anatomy, engineering – Python 

programming) and ten questions each have been generated using the assistant. The following evaluation 

questions were used, EQ1: Is the question generated by the assistant related to the area requested?, EQ2: Is the 

question useful for an exam?, EQ3: Are there any grammatical errors, or its construction is inconsistent? 

Scenario 2. The answers to the questions generated for the previous scenarios are evaluated using, EQ4: Is 

the answer related to the question?, EQ5: Is the concept clearly explained to a student?, EQ6: Are there any 

grammatical errors, or its construction is inconsistent? 

4.5 Annotation Results 

Tables 1 and 2 show the results obtained for the first and second evaluation scenarios, respectively. Results are 

provided in terms of the percentage of affirmative answers to the evaluation questions. The values of the first 

evaluation scenario range from 92% to 100% for EQ1 and EQ2. Thus, the questions generated by the assistant 

are both within the area and topic of the dialogue and appropriate to be included in the exam. The number of 

grammatical and coherent errors is minimal (up to 6%). In the second evaluation scenario (see Table 2), the 

results obtained for EQ4 and EQ5 are even higher, between 94% and 100%. However, grammatical and 

coherence errors are more frequent (up to 14%). The latter fact is due to the greater difficulty in generating 

complete answers to the questions generated to be used in an exam (second scenario) compared to creating the 

questions themselves (first scenario). 

Table 1. Percentage of affirmative answers of the two annotators for the first evaluation scenario 

 EQ1 EQ2 EQ3 

Annotator 1 98% 92% 4% 

Annotator 2 96% 100% 6% 

Table 2. Percentage of affirmative answers of the two annotators for the second evaluation scenario 

 EQ4 EQ5 EQ6 

Annotator 1 100% 94% 12% 

Annotator 2 100% 98% 14% 

5. CONCLUSION 

There exist a variety of mLearning solutions that are being exploited in classrooms and workplaces as new 

efficient tools to meet the learner’s needs while removing the existing limitations in the process, such as time 

and location constraints. The latter proliferation of mLeaning systems has been driven not only by private 
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parties as the end users themselves but also by the European Digital Agenda 2020, and the Spanish INTEF to 

promote digital skills. 

In this line, this work seeks to fully exploit the latest advances in NLP techniques in an intelligent virtual 

assistant based on the transformer language model GPT-3 by OpenAI. Our solution is composed of a 

conversational server and a client application. Among its most relevant features are the personalized and 

emphatic utterances along with the feedback provided during the dialogues with the users. Experimental results 

show that the questions generated by the assistant are both within the area and topic of the dialogue (up to 98 

%), appropriate to be included in the exam (up to 100 %), and fully explanatory (100 %) to a student (98 %). 

The number of grammatical and coherent errors is minimal (up to 14 %). A real example of a conversation 

with the virtual assistant is shown in Figure 2. The user, in this case, is a student that wants to practice for a 

chemistry exam about redox reactions. 

 

 

Figure 2. Integration of the system in a multiplatform application 

In future work, the dialogues generated in the mobile application can be mined to recommend adjustments 

in learning methods. Other languages will be considered in the next versions of the assistant. 
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ABSTRACT 

Mobile devices, augmented reality (AR), and outdoor games can be mobilized to promote Education for Sustainable 

Development and, thus, to sensitize to nature conservation. The EduCITY project combines mobile learning, AR, and 

environmental sensors towards sustainability education and creates opportunities for citizens to contribute to their city's 

sustainability. This paper presents a study that articulates the previous project, the EduPARK, with the current one, the 

EduCITY. While EduPARK was developed within an urban park, EduCITY expanded its geographical area to the entire 

city. This study aims to analyze students’ perceptions regarding changes in their nature conservation attitudes after 

exploring an urban green park in a mobile AR game-based learning activity. For this purpose, 233 basic education students 

(from school-year 5 to 9) played a game for environmental education, available in the EduPARK app, at the Infante D. 

Pedro Park (Aveiro, Portugal). Through a mixed method approach, data collection was focused on students and included 

two questionnaires, applied before and after the game activity; a focus group guide; and an observation grid. Results show 

a strengthening of positive attitudes towards nature conservation. Moreover, students mentioned that their nature 

conservation future intentions are focused on preserving natural resources, combating resources’ waste, recycling waste, 

reducing pollution, and protecting fauna and flora. Students also revealed willingness and concern to teach friends and 

family about what they have learned with the EduPARK game. The EduCITY intends to give continuity to these practices 

throughout Aveiro city. This is anchored on a community-based participatory project integrating AR location games based 

on challenges, to be explored in the city, in formal, non-formal, and informal educational contexts, in a socio constructivism 

approach. This study adds to the literature on education for Sustainable Development, by revealing that it is possible to 

sensitize school students to nature conservation through mobile AR game-based approaches in the outdoors, which can be 

a first step to promote positive nature attitudes. 

KEYWORDS 

Outdoor Learning, Mobile Learning, Game-based Learning, Augmented Reality, Education for Sustainability, Nature 

Conservation Education  

1. INTRODUCTION 

In our modern society, the protection of nature and environment is becoming increasingly important. An 

essential approach to address these issues and change people’s behavior is Education for Sustainable 

Development (ESD). Faced with the challenge of promoting the sustainable development of the planet and 

humanity over generations, UNESCO decided to invest in education, and its recommendations will guide 

international and national educational policies to educate citizens to make more informed and responsible 

decisions (United Nations 2015) 

This study adds to research in ESD and intends to contribute to the 2030 Agenda for Sustainable 

Development goals (UNESCO, 2015). With that aim, an educational quiz game entitled “O Verdinho [The 

green game]” was developed and integrated into the EduPARK app. Among all the Sustainable Development 

Goals, the following were selected to be addressed by this educational guide: i) goal 3: good health and  

well-being; ii) goal 4: quality education; iii) goal 12: responsible consumption and production; iv) goal 13: 

climate action; v) goal 14: life below water and vi) goal 15: life on land (United Nations Educational Scientific 

and Cultural Organization, 2017). 
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Mobile devices, augmented reality (AR) and outdoor games can be mobilized to promote ESD and, thus, 

to sensitize to nature conservation. Mobile devices can create more active learning experiences, which improve 

student engagement and learning. Moreover, can amplify motivation, which is a vital aspect of learning, deliver 

information when needed, and encourage students to solve problems and satisfy their curiosity (Su & Cheng, 

2015). 

In addition, engagement and motivation are some of the main factors that impact student performance 

during a learning process (Fatih, Kumalija & Sun, 2018). Mobile AR technologies offer a suitable pedagogical 

tool for ESD, as they enable students to learn and reflect on their behaviors by exploring the game. Furthermore, 

AR technology has opened new opportunities for building more attractive and pedagogical learning settings 

and is regarded as a type of “next-generation” pedagogical media for promoting learning quality, especially for 

outdoor exploration activities (Huang, 2019). 

Teaching and learning that takes place outside the classroom, especially outside the school building, has 

other values and qualities, such as supporting contextualized and authentic learning by the direct contact with 

the phenomena to teach and learn, when compared with the more traditional form of education, taking place 

inside the classroom (Pombo & Marques, 2019). As a pedagogical approach, outdoor learning approaches may 

have something to offer since they support holistic and experiential learning and enable the integration of 

knowledge and skills from a range of discipline areas. Outdoor and environmental education research suggests 

that educational experiences in outdoor settings can be significant in developing environmental sensitivity and 

knowledge (Paixão, Jorge & Martins 2013). 

This paper presents a study that articulates the previous project, the EduPARK, with the current one, the 

EduCITY. The initial project, EduPARK, developed an app that promotes an interdisciplinary, active, and 

contextualized learning experience through innovative teaching strategies that combine mobile learning,  

game-based learning, and AR, and integrates geocaching principles in an outdoor environment. Its educational 

laboratory was an urban green park, the Infante D. Pedro Park, in Aveiro (Portugal), where students and 

teachers from nearly all educational levels, and the broad public as well, could play educational treasure hunt 

games that prompted them to follow a path through several points of interest. The EduCITY project emerged 

from the need to expand the EduPARK to the city, so EduCITY combines mobile learning, AR, and 

environmental sensors towards sustainability education and creates opportunities for citizens to contribute to 

their city sustainability. 

The next topic in this work describes the study’s methodological options, which include the description of 

the EduPARK activity. Data collection, analysis procedures, and tools are also presented in this section. 

Follows the results presentation and discussion section, based on the results obtained through a student 

questionnaire (before and after the activity), a focus group, and an observation grid. Finally, some conclusions 

are put forward.  

2. MATERIALS AND METHODS 

This paper reports a mixed methods study that aims to analyze students’ perceptions regarding changes in their 

nature conservation attitudes after exploring an urban green park in a mobile AR game-based learning activity. 

To answer the research question “How do the strategies used by EduPARK, with the exploration of  

“O Verdinho [The green game]”, promote students’ awareness about nature conservation?”, the research team 

organized 13 activities for students to play the game. These activities involved 233 students (from school-year 

5 to 9), from formal (involving schools) or non-formal (involving study and leisure centers) educational 

contexts. In each activity, students were organized in groups of 2-5 elements, according to the availability of 

adults to accompany the students in the park. Each group played the game for an average of one hour using a 

smartphone of the project, to reduce technological problems and concerns. The quiz game was previously 

downloaded to the mobile devices and no internet connection was required to play in situ. The game was 

developed under the first author’s Ph.D. work (Rodrigues, Pombo & Neto, 2020).  

This section comprises two subsections: i) a description of the EduPARK activity with “O Verdinho  

[The green game]”; and ii) data collection and analysis approaches and tools.  
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2.1 The Activity with “O Verdinho [The Green Game]”  

The EduPARK activity was organized in various steps. At the beginning of the activity, all students were 

briefly informed about the research project and asked to fill in a pre-game questionnaire. All students who 

participated in the game were authorized by their parents. The game was developed for students of the 2nd and 

3rd Cycle of Basic Education in formal and non-formal educational contexts. 

In the activity, students played the quiz game “O Verdinho [The green game]” integrated into the EduPARK 

app (Figure 1) to be played at the Infante D. Pedro Park. The game includes 30 multiple choice questions about 

Science, Maths, Physical Education, and Citizenship Education. This quiz game was enriched with AR and 

other multimedia resources, such as videos and images, to promote student learning. Considering the influence 

that multimedia resources have on student learning, it was considered pertinent to include these resources in 

the game to assess the impact of their use in outdoor teaching and learning environments.  

 

  

Figure 1. Students at the Infante D. Pedro Park playing “O Verdinho [The green game]” integrated into the EduPARK 

app 

With this game we intend to influence positively the behavior of students towards nature conservation, 

focusing on the following topics: a) Waste (reduce, reuse, and recycle), b) Lake and biodiversity, c) Water and 

Energy, and d) Pollution. All these topics are related to an area of the park. 

Students follows a path in the park through fifteen points of interest. In each one, students are prompt to 

answer one or several questions that require analyzing multimedia resources or their surroundings. For each 

question it was necessary to develop: i) question introduction and audio narration; ii) image, video, or audio 

(multimedia resources); iii) the question formulation; iv) four answer options (1 correct option and 3 incorrect 

options); v) feedback for correct and incorrect answers with audio narration; vi) multimedia resources for the 

feedback; vii) accumulated points (in correct answers) or points removed (in incorrect answers); viii) associate 

AR marker; and ix) instructions to find the AR marker (Figure 2). 

After answering all the questions about the four topics, the users are challenged to find a virtual treasure in 

the park. Hence, geocaching principles are explored to enhance the gameplay experience for the users of the 

EduPARK app, by finding hidden virtual treasures to promote curiosity, a powerful intrinsic motivator (Pombo 

& Marques 2019).  
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Figure 2. Game illustrative screens 

After the game, the students filled in a post-game questionnaire and participated in a focus group. The 

activity ended with a small prizes attribution to the teams with the best performance. However, all students 

received a participation award. 

2.2 Data Collection and Analysis 

Data collection included two questionnaires, applied before and after the game activity, one focus group 

interview guide, and an observation grid. Data was collected anonymously and did not include any personal 

information or set of information allowing the identification of specific participants. 

The questionnaires were similar and complement each other. The aim is to: i) Analyze students’ knowledge 

about nature conservation and what changed at this level through the educational game, and ii) Assess the 

impact of the game-based activity on changing students’ attitude concerning of nature conservation, as 

perceived by the students. For this work, only the second aim was considered. Hence, the students’ answers 

that were analyzed were: a) the open question asking to mention three “environmentally friendly attitudes”; 

and b) the question with seven sentences in a Likert scale. 

The purpose of the focus group was to gather students’ opinions regarding the evaluation of the EduPARK 

game, by collecting data on different kinds of evidence, such as the game's interest, willingness to change 

attitudes towards nature’s conservation, knowledge, and insights. The students involved were randomly chosen 

by the adult who accompanied each group, and it was clarified that their collaboration was voluntary. Parents 

authorized their participation through an informed consent statement handed before the game. 

Regarding the observation grid, a checklist was created with several inferences, divided into three  

well-defined categories, to facilitate completion by each observer. For this article, only the category of nature 

conservation is considered. The grid was given to each observer before the activity, and was filled in during 

the game, whenever they observed a certain inference, or at the end of the activity. The observers were teachers 

and monitors who accompanied the groups and members of the EduPARK project. 

Regarding the results of the EduPARK game app, descriptive statistics (a quantitative analysis) of the 

responses to the game “O Verdinho [The green game]” was carried out. Regarding the two questionnaires, all 

multiple-choice questions were analyzed quantitatively, except an open-ended question that was analyzed 

qualitatively using the WebQDA software, as well as responses to the focus group, through content analysis. 

The observation grid was filled in by 46 observers, particularly the researcher, the teachers/monitors who 

accompanied the students, and some EduPARK researchers, and it was analyzed quantitatively. 

In this research, the quantitative data were analyzed through descriptive statistics and presented in the form 

of tables. The qualitative data were analyzed in the logic of content analysis and resorted to the categorization 

based on students’ responses (Amado & Vieira, 2017). The questionnaire results were triangulated with the 

student's responses to the focus group to analyze the value of this game for the promotion of nature conservation 

attitudes (Coutinho, 2019).  
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3. RESULTS AND DISCUSSION 

This section starts with the analysis of students’ responses to the open questions of the questionnaires (before 

and after the activity). Before the activity, the nature conservation measures most mentioned by students were 

recycling, reducing water consumption, and preserving the atmosphere. After the activity, students mentioned 

again these nature conservation measures. However, they mentioned as well new measures related to the game 

topics, namely: recycling cooking oil, reducing microplastics, reducing food and textile waste, and preserving 

lichens bees, and turtles. 

Through the analysis of the questionnaire responses, before the activity, a high percentage of students 

considered important to preserve nature (Table 1). Regarding the sentence 1 “My actions contribute to the 

increase of the greenhouse effect”, the results do not allow taking conclusions since students’ opinion are 

divided similarly, about 30% of answers are neutral, 36.5 % are disagree and strongly disagree, and 26.2% are 

agree and strongly agree. 

The same happens in the sentence 5 “I’m not used to check the composition of my hygiene products, to see 

if they have microplastics in their composition”, where 26.2% of students answer neutrally, 34.8% answer 

agree and strongly agree, and 30.9% disagree and strongly disagree with the statement. 

On the other hand, students answered with more certainty, answering agree and strongly agree, to the 

sentence 2 “At home, I separate the waste for recycling” (71.2%), sentence 6 “I feel good when I have 

environmentally friendly behaviors” (83.2%), and sentence 7 “I feel capable of encouraging friends/family to 

conserve nature” (71.1%). 

Moreover, 67% of students revealed consciousness regarding one of the biggest environmental problems 

today, the pollution of beaches and oceans, through their answer to the sentence 4 “When I go to the beach, I 

don't care about the waste I produce”. In addition, 54.1% of students expressed regret when they use more 

energy, water, or fossil fuels than they need, while 29.2% of students responded neutrally to sentence 3.  

Table 1. Students' perceptions before the activity regarding their attitudes toward nature conservation 

Sentences 

Likert scale 

Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

1. My actions contribute to the increase of the greenhouse effect. 17,2% 19,3% 29,2% 15,9% 10,3% 

2. At home, I separate the waste for recycling. 3,9% 5,2% 11,6% 30,9% 40,3% 

3. I feel guilty when I use more resources (energy, water, fossil 
fuels…) than I need. 

4,7% 3,9% 29,2% 28,8% 25,3% 

4. When I go to the beach, I don't care about the waste I produce. 42,5% 24,5% 11,2% 9,0% 5,6% 

5. I’m not used to check the composition of my hygiene products, to 
see if they have microplastics in their composition. 

13,3% 17,6% 26,2% 24,5% 10,3% 

6. I feel good when I have environmentally friendly behaviors. 0,9% 1,3% 6,0% 24,0% 59,2% 

7. I feel capable of encouraging friends/family to conserve nature. 2,1% 1,3% 16,7% 36,5% 35,2% 

Voided answers: 7,7% 

An overall view about the answers to the questionnaire applied after the game indicates that students felt 

more capable and confident in answering the questions, since the percentage of neutral responses decreased 

when compared to the questionnaire applied before the game. This may demonstrate that students respond with 

more certainty after playing the game (Table 2). On the other hand, these data revealed that, after the activity, 

most students became more aware of the change in their attitude towards nature conservation. 
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Table 2. Students' perceptions after the activity regarding their attitudes toward nature conservation 

Sentences 

After this activity… 

Likert scale 

Strongly 

disagree 
Disagree Neutral Agree 

Strongly 

agree 

1. …I will contribute to the increase of the greenhouse 
effect. 

56,2% 18,0% 7,3% 5,6% 4,7% 

2. …I will separate the waste for recycling. 0,9% 1,7% 6,9% 24,9% 57,9% 

3. …I will do my best not to use more resources (energy, 
water, fossil fuels, etc.) than I need. 

3,4% 3,0% 18,9% 30,0% 36,9% 

4. …I won't worry about the waste I produce on the beach. 60,5% 16,7% 4,3% 7,3% 3,0% 

5. … I will start checking the composition of my hygiene 

products, to see if they have microplastics, which are 
harmful to the environment. 

4,7% 3,4% 30,0% 30,9% 23,2% 

6. …I feel that I should always behave in an 
environmentally friendly way. 

0% 0% 2,6% 23,6% 66,1% 

7. …I feel more able to encourage friends/family to 
conserve nature. 

1,3% 2,1% 11,2% 33,0% 44,6% 

Voided answers:7,7% 

As mentioned earlier, in the pre-game questionnaire it was not possible draw conclusions regarding the 

students’ opinions about their attitudes towards the greenhouse effect. However, in the post-game 

questionnaire, the students felt more able to state their opinion in sentence 1 “I will contribute to the increase 

of the greenhouse effect”, as the answers in the neutral option dropped expressively (-21.9%) and there was a 

small number of students (10.3%) who answered agree or strongly agree. On this matter, during the focus 

group, only one student reflected on the increase in the greenhouse effect, saying: “If we continue to pollute as 

we are now, the animals will be homeless”. 

Regarding sentence 2 “I will separate the waste for recycling”, the percentage of students stating they will 

recycle after the activity increased from 71.2% to 82.9%. This indicates that more students were acknowledging 

the importance of separating waste for recycling. This sentence generated a lot of discussion in the focus group, 

where the students mobilized topics addressed in the game, particularly the separation of used cooking oil for 

recycling: “I intend to separate waste, such as cooking oil.”; “I'm going to talk to my parents about using the 

oil collection tank” and “I'm going to talk to my mother about the cooking oil, we usually pour the used oil at 

home.” 

Part of the students (67%) agree or strongly agree whit the sentence 3 “I will do my best not to use more 

resources (energy, water, fossil fuels, etc.) than I need”. In the focus group, the two ideas most discussed by 

the students were food waste and water-saving measures. Regarding food waste, the students mentioned game 

content: “Buy less bread! I will never go to the bakery again to buy too much bread, just one for each person.” 
In addition, students valued water and expressed their willingness to save this resource: “When I'm brushing 

my teeth, I used to leave the faucet running and now I'm going to start turning it off.” 

The sentence 4 “I won't worry about the waste I produce on the beach”, purposely written in the negative 
to assess students' attention when filling in the questionnaires, demonstrates that students are concerned with 

the waste in the beach. After the activity, more students (+ 10.2%) marked strongly disagree or disagree. In 

the focus group, the students demonstrated that they were concerned about the pollution of beaches and oceans 

and were aware of the need to adopt actions in the future to reduce it, particularly plastic pollution, as shown 

by the statement: “The most worrisome thing for me is air pollution and plastic on the ground and in the sea. 

Poor turtles!”. 

The sentence 5 “I will start checking the composition of my hygiene products, to see if they have 

microplastics, which are harmful to the environment” was the one that obtained the highest percentage of 

students selecting the neutral option (30%), which is most likely associated with the student's lack of 

knowledge about the topic. After the activity, more students agree (+ 6.4%) and strongly agree (+ 12.9%) with 

ISBN: 978-989-8704-47-4 © 2023

404



the statement. In the focus group, the students highlighted this aspect: “with the videos and images we learned 

about microplastics”. 

Moreover, students' answers reflect a degree of enthusiasm for the change in nature conservation attitudes, 

as they revealed feeling more capable of having “environmentally friendly” behaviors. In addition, students 

felt more confident and able to encourage friends and family to conserve nature, as a minority marked the 

options disagree and strongly disagree. It should be noted that more than 9.4% of the students marked the 

option strongly agree in the post-game questionnaire. This is also evident in the responses to the focus group: 

“It is important to have knowledge about everything that is going on and apply it and this activity was important 

for that, for us to learn and change”. 

In short, the data collected through the answers to both questionnaires (before and after the activity) showed 

that the students were more aware of the relevance of conserving nature and that they intend to change some 

of their attitudes towards the planet. 

Finally, the observation grid emphasized these results. From the perspective of the observers that 

accompanied the students throughout the game, during this activity, students referred to nature conservation 

attitudes that they take daily, whilst making associations with the game contents. Moreover, students created 

expectations about nature conservation attitudes that they would pass on to family and friends. Observers also 

mentioned that AR and multimedia resources, integrated into the app, promoted motivation and nature 

conservation learning. 

4. CONCLUSION 

According to UNESCO (2015), it is essential to raise awareness and sensitize students to environmental 

problems, intending to raise their awareness to nature conservation. This paper summarizes the results of 

several activities of playing the “O Verdinho [The green game]” integrated into the EduPARK app, developed 

with the aim of raising awareness concerning attitudes towards nature conservation. 

Firstly, this study results reveal the participant students were already well informed about some of the topics 

explored through the game. Nevertheless, it was also evident that, after the activity, they became more 

confident, aware, and sensitized to other environmental problems.  

Regarding nature conservation attitudes presented by students, recycling and reducing water consumption 

were the two most mentioned. However, results indicate that students were more sensitized, after the activity, 

because they mentioned new attitudes related to the game topics, namely: recycling cooking oil, reducing 

microplastics, reducing food and textile waste, and preserving lichens, bees, and turtles. 

After the activity, students mentioned being concerned about reducing resources waste, recycling waste 

and used cooking oil, reducing pollution caused by microplastics, and protecting fauna and flora, more 

specifically protecting bees, as they are endangered species. Moreover, students showed that they felt more 

capable of conserving nature, as they revealed willingness to sensitize friends and family about what they have 

learned with the EduPARK game. 

The EduPARK app proved to be an educational tool with great potential for Education for Sustainable 

Development (ESD). Innovative interdisciplinary practices, combined with curricular integrated outdoor 

activities supported by mobile technologies, allowed to sensitize students for nature conservation. The 

EduCITY intends to continue these practices throughout Aveiro city. Hence, EduCITY opens the park 

boundaries to the city, and to other cities, seeking to strengthen the university network with community 

partners, such as schools, municipalities, and enterprises. This network fosters knowledge further and creates 

opportunities for everyone to contribute to the cities’ sustainability, meaning that other cities can be inspired 

by it, and replicate the ideas and solutions emerging from this project.  

 This project is anchored on a community-based participatory approach integrating AR location games 

based on challenges, to be explored in the city, in formal, non-formal, and informal educational contexts, in a 

socio constructivism approach. In terms of future work, within the EduCITY project, it is proposed to carry 

out activities related to ESD with a higher number of students and teachers from different school contexts, and 

the general public.  

This study adds to the literature on ESD, by revealing that it is possible to sensitize school students to nature 

conservation through mobile AR game-based approaches in the outdoors, which can be a first step to promote 

positive nature attitudes. 
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Atas do V Encontro sobre Jogos e Mobile Learning., Centro de Estudos Interdisciplinares do Século 20 (CEIS20); 

Universidade de Coimbra -Coimbra, Coimbra, pp. 502–510, retrieved November 30, 2022, from 

<http://hdl.handle.net/10316/89364>. 

Su, CH & Cheng, CH 2015, ‘A mobile gamification learning system for improving the learning motivation and 

achievements’, Journal of Computer Assisted Learning, vol. 31, no. 3, pp. 268–286. 

United Nations 2015, Transforming our world: the 2030 Agenda for Sustainable Development, retrieved October 18, 2022, 

from <https://www.refworld.org/docid/57b6e3e44.html>. 

United Nations Educational Scientific and Cultural Organization 2017, Educação para os Objetivos de Desenvolvimento 

Sustentável Objetivos de aprendizagem, retrieved from <http://unesco.org/> 

ISBN: 978-989-8704-47-4 © 2023

406



 
 
 
 
 
 
 
 
 
 
 
 

Short Papers 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 



CROSS-CULTURAL EDUCATION IN ASIA USING ONLINE 

COMMUNICATION TOOLS AND THE DIALOGBOOK 

Jun Iio1, Shigenori Wakabayashi2, Junji Sakurai3 and Yuya Nakagawa4 
1Faculty of Global-Informatics, Chuo University,1-18 Ichigaya-tamachi, Shinjuku-ku, Tokyo, 162-8478, Japan 

2Faculty of Letters, Chuo University,742-1 Higashi-nakano, Hachioji-shi, Tokyo, 192-0393, Japan 
3Sekisaibo, LLC.3-7-1 Akebono, Kashiwa-shi, Chiba, 277-0841, Japan 

4 Faculty of Education, Mie University 1577 Kurimamachiya-cho, Tsu-shi, Mie, 514-8507, Japan 

ABSTRACT 

The significance of intercultural communication has steadily increased in today’s global era. However, partly due to Japan’s 

remote geographic location, it is difficult for Japanese people to travel abroad; this is especially true for the younger 

generations. Since 2020, we have been conducting the Students Meet Internationally through Learning English (SMILE) 

project to offer opportunities for Japanese students to communicate with other students living in foreign countries. In the 

SMILE project, students use the online meeting tools to communicate with each other and the Dialogbook, which was 

developed as a learning portfolio system, to record and support their learning activities. This paper provides an overview 

of the project and explains the current situation. 

KEYWORDS 

Cross-Cultural Education, Online Communication Tools, Learning Portfolio System, Dialogbook 

1. INTRODUCTION 

With the vast and pervasive spread of internet technologies, global communication infrastructure has become 

a commodity; global communication is now a necessity for businesspeople who work internationally. In 

addition, since the coronavirus disease 2019 pandemic prevented physical overseas travel, we have become 

accustomed to using online communication tools, such as Zoom, Webex, Skype, Google Meet, and Microsoft 

Teams. 

Under these circumstances, the significance of cross-cultural education, which enables students to engage 

in intercultural communication, has steadily increased. To provide such an education, several pedagogical 

methods have been proposed. One such method is Content and Language Integrated Learning (CLIL), which 

is expected to foster intercultural understanding. For example, Yang (2021) showed that content-driven CLIL 

learners obtained slightly higher cultural quotient scores than their language-driven CLIL English-major peers. 

The Collaborative Online International Language (COIL; Appiah-Kubi, 2020) is also a typical method of 

learning international communication in English. However, COIL programs are led mainly by western 

communities; since many western languages are similar to English, learning English communication is 

relatively easy for them. However, eastern languages, including Japanese, are very different from western 

languages. Therefore, learning English could be more difficult for eastern students than for those from the west. 

For eastern people like the authors of this paper, it is essential to learn English as the lingua franca. 

Considering this, the Students Meet Internationally through Learning English (SMILE) project was established 

to offer Japanese students the opportunity to communicate with other students living in foreign countries 

(Wakabayashi et al., 2021). The SMILE project started in the academic year (AY) 2020 and is currently in its 

third year. In this project, students communicate with each other using online meeting tools. Additionally, to 

record and support students’ learning activities, we developed the Dialogbook (Iio and Wakabayashi, 2020). 

This paper provides an overview of the SMILE project, the current situation, and the future vision of the 

project. 
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2. THE SMILE PROJECT 

This section provides a brief introduction to the project. 

2.1 An Overview of the Project 

As described previously, the SMILE project was created to provide opportunities for students from Japan and 

its neighboring countries to communicate with each other using online meeting tools. The distinctive features 

of the project are as follows: 

1. Cross-cultural education is conducted between Japanese and foreign schools; the counterpart schools 

are mainly chosen from Japan’s neighboring countries. 

2. International communication is conducted using online meeting tools, where two or three students 

participate from both sides. 

3. The project offers specific programs, starting with the preparation and ending with the reflection; it 

includes at least three online communication lessons and employs coordinators who support the classes. 

4. The aim of the project is not only to provide opportunities for learning cross-cultural communication 

for students but also to allow teachers the experience of facilitating such lessons. 

 

   

Figure 1. The map (left) and the list (right) of the schools participating in the SMILE project in AY 2022 

2.1.1 Participating Schools 

Figure 1 is a map containing the locations of the schools participating in the SMILE project. In AY 2022, 

approximately 500 students from six universities, seventeen high schools, and two elementary schools from 

Japan, Taiwan, Thailand, Malaysia, Kazakhstan, and Indonesia, will participate in the project. The fundamental 

criteria for choosing the counterpart countries are: 1. the time difference with Japan should be two or three 

hours at most, and 2. they should be non-English native countries. 

It is relatively difficult to make the schedule for the communication classes because of the differences in 

education systems; daily timetables and school year calendars between the participating countries deviate. 

Therefore, choosing counterpart schools from countries with minor time differences is preferable. In addition, 

countries with minor time differences easily accommodate real-time online communication. 

It is also significant that the counterpart countries should be non-English native countries. We choose the 

counterpart schools from the east-Asian and south-east Asian countries, excluding Singapore, Hongkong, and 

the Philippines. The project considers English to be a lingua-franca and global communication tool. Hence, 

both parties should not be native English speakers or use English as a daily conversation tool. Several third 
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parties in Japan provide English conversation training programs outside of schools. Nevertheless, most students 

lack the chance to meet other students of their generation who are not native English speakers. In that sense, 

our project can provide students with better opportunities than others. 

2.1.2 Online Group Meetings 

When international communication classes are conducted, most students enjoy conversing in English, even 

though they may speak English incorrectly. Since the students are unfamiliar with using English, conducting 

one-by-one English communication sessions could be challenging. To solve this problem, the project divides 

the classes into small plural groups and arranges communication groups with two or three members on either 

side (see Figure 2). 

 

  

Figure 2. Group members, students from a Taiwanese school (left) and a Japanese school (right), participated in the 

SMILE project 

Students nowadays are familiar with using IT devices such as smartphones and personal computers. 

Therefore, if they feel uncomfortable with the conversation, they can employ various other communication 

methods, such as drawing figures on paper, showing pictures on smartphones, writing text messages, and 

chatting. The project allows them to use all these forms of interaction because the aim is not to learn English 

conversation but to get accustomed to cross-cultural communication. 

2.1.3 Typical Curriculum and Coordinators 

The project offers a typical program template, starting with preparation and ending with a reflection session, 

and includes at least three international communication classes. From our experience in the three years of 

operation, we have accumulated some valuable materials, such as students’ worksheets, presentation materials, 

and informed consent forms for collecting data from the participants. Those resources can also be used as 

educational materials. 

The project also provides session coordinators. They help the teachers conduct the lessons thoroughly by 

facilitating previous and subsequent meetings for the international communication classes, setting proper 

information on the Dialogbook, and preparing informed consent forms. 

2.1.4 Learning Opportunities for Both Students and Teachers 

Finally, the essential point of the project is to provide opportunities for students and teachers alike. The project 

offers practical lessons on how to foster teachers’ skills. 

2.2 Tools Used in the Project 

The online meeting tools and the Dialogbook are critical for conducting cross-cultural education. 

2.2.1 Online Meeting Tools 

Students should converse using online meeting tools. The project does not specify which online meeting tool 

should be used because of many conditions and problems in choosing such tools on educational sites. For 
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example, Taiwan’s educational board prohibits using Zoom for security reasons, so the schools interacting with 

Taiwanese schools should use other software, such as Webex and Google Meet. 

Configurations must be considered in addition to tool choice. Japanese public schools tend to restrict the 

functions of the software they use. Therefore, checking availability is critical before conducting practical 

classes. 

2.2.2 Dialogbook 

Contemporary schools use learning management systems (LMS). However, normal LMSs are only available 

within one school range, meaning that only students, teachers, and staff in the school can access the system. 

This restriction in using LMSs is an obstacle to the interaction between schools. It is the main reason for 

developing the Dialogbook for the project. 

The Dialogbook has several functions; meeting management is the primary one. Managing connecting 

information is essential, as is providing accurate information to the students to get into their assigned meeting 

rooms. This information can be shared between the participants from the Japanese and counterpart schools. 

Additionally, functions for rubrics management and simple chatting between students and teachers are 

provided by the Dialogbook. 

3. CONCLUSION 

This paper presented an overview of the SMILE project and its IT tools. The project aims to provide low-cost 

intercultural education by connecting schools in Japan and neighboring countries via online conference 

systems. The information system called Dialogbook was developed to conduct the project efficiently. 

In AY 2022, approximately 500 students from 25 institutes participate in the project. We are planning to 

expand the size of the project larger. If the readers of this paper are interested in it, please feel free to contact 

us. 
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ABSTRACT 

Collecting data for providing energy analytics services has closely been dependent on Building Management Systems 

(BMSs). A BMS connected to a set of sensors and other electronic devices aims at observing a collection of rooms in terms 

of temperature, humidity, and other energy related metrics with the goal of maximining user comfort while preserving 

energy consumption. The tasks of collecting, preprocessing, storing and querying data on a BMS faces the same challenges 

with those of querying big data in terms of scalability, data heterogeneity, and integration. This paper presents a framework 

that addresses the problem of collecting sensor data in one enriched data warehouse which follows a common ontology 

model. Data from various data sources is homogenized by appropriate data preprocessing and feature extraction techniques. 

The framework allows timeseries-oriented querying with the target outcome of providing stakeholders high detailed 

analytics services for decision making on energy consumption optimization, building renovation and financing. 

KEYWORDS  

Building Energy, Analytics, Big Data Pipeline, Energy Data Modelling, Building Data Processing 

1. INTRODUCTION 

Managing data on the energy sector is of significant importance since the building sector accounts for almost 

one fourth of the energy consumed worldwide (International Energy Outlook 2016), for electric lighting (Yun 

et al., 2012) and appliances (Ridi et al., 2014). The problem becomes even greater when it comes down to CO2 

emissions as the building sector is responsible for almost 40% of the global CO2 emissions (Hu, 2022). The 

rapid rise in the energy demand of the building sector comes along with the exponential growth of networking 

capabilities including the Internet of Things (IoT) (Marinakis & Doukas, 2018), which has led to an outburst 

of data collected by sensors in large scale networks. Thus, efficient management on the building sector is of 

crucial importance for preserving energy consumption and further reducing environmental harm. Big data 

querying frameworks try to leverage the problem of collecting, processing, and providing data analytics 

services. Many approaches have integrated big data analytics methods for efficient data management on the 

building sector and will be analyzed thoroughly in the next sections. 

The problem of handling data from buildings addresses a number of challenges as mentioned in 

 (Pau et al., 2022). Firstly, the problem of automated data integration, as data is collected from various data 

sources and includes both real time and historical data. Secondly, the problem of data scaling, as sensors 

produce densely populated data on a high rate leading to large quantity of data within a small-time frame. The 

data heterogeneity is another major concern, as data is stored in different formats between sensors which makes 

data preprocessing a complex task, so a common ontology model is needed to project data from various data 

sources onto a common dataspace. Finally advanced monitoring and querying both real time and historical data 

along with aggregations is a complex but essential task for supporting high level user driven services 

(Marinakis et al., 2020). 

The purpose of this paper is to present a framework for managing big data from the building sector. The 

proposed framework manages to efficiently deal with the aforementioned challenges. The steps of the 

framework are the following: Collecting data, to support efficient big data management and scalability the 

solution is built upon a data warehouse which receives real time streams of data from various sensors. 
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Preprocessing data, with appropriate feature extraction, normalization, data harmonization techniques and 

ontology modelling. A common ontology model will be used to address the problem of data heterogeneity 

which not only reuses existing ontologies models like BRICK (Balaji et al., 2016) and SAREF (Daniele et al., 

2015) but is also FIWARE compliant (Rodriguez et al., 2018) to ensure data sovereignty and protection. Storing 

the processed data in a timeseries database that will allow high level time series querying thus allowing users 

to have a deeper understanding on how the energy consumption varies on different indoor and outdoor 

parameters.  

2. BACKGROUND 

As mentioned in (Minoli et al., 2017) a traditional BMS comprises of the following layers: The field layer, 

which consists of all the sensors installed on the building premises. The automation layer, which applies 

strategies derived from a set of rules. The management layer, that manages the functionality of a BMS. BMSs 

are often limited in storage capacity and act isolated from the entire network. In the same research a system for 

collecting building data is structured that uses the notion of virtual objects that can be mapped to a real sensor 

through an ID created by a specialized collector. Tokens are used to protect the data flow and a MySQL 

database is used to augment metadata with a virtual object and transmit it through Kafka messaging. However, 

the research later mentions that at the storage level the NoSQL databases are compromising between 

consistency, availability and partition tolerance known as the CAP theorem (Davoudian et al., 2019). Also, 

Kafka messaging is not suitable for computing time-based aggregations on streams (le Noac’h et al., 2017). 

Similarly, another big data system for analytics on the building sector is analyzed in (Pau et al., 2022) that 

firstly preprocesses data to remove incomplete or inaccurate data, and then uses Kafka for transmitting data 

because of its high throughput and latency but ignores its inefficiency for time-based aggregation on  

time-series streams. Data is then harmonized and projected onto a common data model. The enriched data is 

stored in a Mongo DB that acts as the enriched data warehouse. On top of the warehouse the Presto (Sethi et 

al., 2019) technology is used, a distributed query engine that provides high level of abstraction for querying 

different data sources. However, it should be mentioned that Presto is not tailor made for querying time series 

data in contrast to other databases like InfluxDB (Nasar & Kausar, 2019) which can query large scale time 

series data without extract, transform, load (ETL). 

Efficient management and monitoring of energy consumption data can benefit stakeholders in many ways. 

Analytics services can be built upon the upper layer of the proposed framework that will assist decision making 

for the following purposes: Monitoring the energy consumption, aimed at improving the building energy 

performance. Predicting, by using appropriate models, the energy demand towards minimizing energy 

consumption across different weather conditions (Karakolis et al., 2022). Designing and enhancing building 

infrastructure, aimed at assisting the design and development of building infrastructure, retrofitting and 

refurbishment actions. Designing climate resilient buildings that will ensure people comfort and well-being 

while preserving energy consumption (Yang et al., 2022). Creating green policies towards building 

sustainability, aimed at assisting policy making towards sustainable action plans, energy performance 

certificates, and assessing the impact of EU policies for buildings (El-Diraby et al., 2017). Decision making 

for energy efficient buildings, aimed at assisting in making accurate predictions on energy consumption, 

towards contributing to Energy performance contract conditions, EU financing institutions, and centralizing 

building stock data (Marinakis, 2020). 

3. ARCHITECTURE 

The proposed framework collects both building sensor and electricity consumption data and is depicted in 

Figure 1. The framework follows a modular architecture with every layer strongly interoperating with its 

previous and next one. 

BMS: The Building Management System is an embedded system that includes sensors, meters and 

actuators for measuring energy related data in the building rooms. Such data includes the humidity and the 

temperature of the monitored building, as well as electricity consumption data from lighting, A/C meters and 
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ventilation. All the collected information is reported in CSV files every 5 minutes. The CSV files are 

transformed to ZIP files and are sent to the FTP Staging Area. 

Staging Area: The Staging Area uses the FTP (File Transfer Protocol) to send the collected data to the 

central data warehouse. The staging area authentication information and credentials should be declared in the 

BMS to transfer the measured data. The Staging Area is used as the intermediate layer of the framework where 

raw data is persisted and can further be analyzed by the next modules. 

 

Figure 1. Building data processing pipeline 

 

Data Processing Pipeline: The Data Processor is the module responsible for detecting the incoming raw 

information from the FTP Staging Area, scheduling and prioritizing data pipeline workers, pre-processing and 

cleaning raw data, modelling the processed information and finally storing it to an InfluxDB instance. More 

specifically each sub-module functionality is described below: 

 Data Processing Pipeline Scheduler: It is a software component implemented with Python 3.7. It 

uses the Celery Task Scheduling Framework that is triggered periodically every 1 hour and collects all new 

raw information from the Staging Area. By leveraging the functionalities of the Celery framework, the tasks 

and the computational load are distributed to machine threads. The information is then sent to the Task Queue 

to be processed from the Data Processing and Measurements Modelling sub-modules. 

 Task Queue: It is a RabbitMQ instance, connected to the Framework Scheduler that manages the 

collected data for processing and modelling. 

 Data Processing & Measurements Modelling: This module receives events to be processed and 

modelled from the Task Queue. It is implemented with Pandas DataFrame and InfluxDB Python drivers. It 

conducts the pre-processing steps (removing duplicates, handling null values, detecting outliers, transforming 

dates) to improve the data quality. The collected data is divided in smaller data collections according to the 

measured information. 

 InfluxDB Storage: It is the timeseries database that structures the stored information in measurements 

and tags. In the current design the metrics measured are the humidity, temperature and electricity consumption 

from lighting, ventilation, and air-conditioning. The tags are the device names that the measured information 

originates from. 

Visual Analytics: The Grafana visualization engine will be used for visualizing analytics. Grafana is a 

well-known opensource interactive visualization web platform that allows users to create customized 

dashboards, charts and graphs. Grafana is connected to the InfluxDB storage and will allow users to visualize 

analytics that will let them further explore and infer logical relations between data coming from various data 

sources. 

In order to define a data model to project various data sources onto a common dataspace, the ontology 

development 101 (Pullmann et al., 2017) is being followed which defines the steps needed for that purpose. 

The FIWARE smart data model offers data models for modeling many domains including the building and 

energy domains, since it defines the properties and the facets of the slots, but it lacks hierarchy between smart 

cities domain (Kapsalis et al., 2022). The BRICK ontology can be used for representing relationships between 

buildings and sensors, but it lacks properties and facets. SAREF defines many recurring objects from different 

ontologies in the building domain which can provide features and assist less experienced modelers.  
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However, control strategies over spaces are not included in all SAREF extensions. The EPC4EU models the 

energy performance certificate datasets in different geographical scales, however, the EPC4CEU doesn’t store 

information about sensors. Finally, the created ontology is translated to a data model by following the ontology 

development 101 method. The model is depicted in Figure 2. 

 

 

Figure 2. Constructed data model 

 

The constructed data model is aligned with the information stored in the Influx timeseries database. More 

specifically, the timeseries information includes the measured values of electricity consumption from lighting, 

ventilation, and air-conditioning functionalities of the room. A logical entity of the constructed ontology model 

is the “Building”, that has floors and rooms. The main entity of the conceptual Building data model is the 

“Room”, facilitating lighting, air conditioning and ventilation. The logical model “BMS” represents the 

temperature, the humidity of the room and its electricity consumption from lighting, ventilation, and  

air-conditioning. In our experiment we have established a first level of tags, the room IDs, and a second level 

of tags, the source types that produce the recorded information (lights, ventilation system, air-conditioning). 

4. CONCLUSION & FUTURE OUTLOOK 

The framework presented in this research collects, analyzes, and homogenizes data coming from various 

energy sources to monitor the energy consumption of buildings. The power market to stay competitive needs 

to predict the electrical power consumption in both short and long term. Load forecasting aims at predicting 

the demand of energy consumption towards efficient power distribution construction and planning 

 (Fekri et al., 2021). The proposed framework can be used in forecasting the energy consumption of buildings. 

By adding weather data such as the wind speed, solar radiation and by applying Deep Learning (DL) 

techniques, models can be trained to predict the energy consumption on different weather conditions and further 

assist building administrators in efficient energy planning. Deep learning techniques can handle big data by 

capturing the inherent non-linear features through automatic feature extraction methods. This work will be 

expanded by adding an offline training stage where data captured by the framework will be used to train robust 

predictive models, such as RNNs, LSTMs, for both short- and long-term energy consumption. 
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ABSTRACT 

Decentralized autonomous organizations (DAOs) are blockchain-based organizations fed by a peer-to-peer (P2P) network 

of contributors. Their management is decentralized without top executive teams and built on automated rules encoded in 

smart contracts, and their governance works autonomously based on a combination of on-chain and off-chain 

mechanisms that support community decision-making. There is no comprehensive study to classify the obstacles and 

challenges of DAO implementation in recent researches. So, in this research we propose an integrative model that reveals 

five main pillars of every organization (goals, individuals, structure, technology, and environment) and explain how to 

classify them. 

KEYWORDS 

Blockchain, Challenges, Decentralized Autonomous Organization (DAO), The Five Organizational Pillars 

1. INTRODUCTION 

What is Decentralization? Decentralization is one of the words most frequently used in the field of 

blockchain, and even it is often viewed as a kind of blockchain itself. However, it is also the word most 

difficult to define. The decentralized system can be said to be the system that has no point to decide the 

system’s status at one’s own will, which means that peer-to-peer consensus is required. For the 

decentralization system, users do not need to trust anyone but trust the system. In addition, it means that the 

measurement of decentralization is related to the measurement of how reliable the system itself is (Lee et al., 

2021). 

The first references to actual Decentralized Autonomous Organization (DAO) only emerged in the 1990s 

to describe multi-agent systems in an internet-of-things (IoT) environment (Dilger, 1997).While the academic 

literature on DAOs is still fairly limited, there is a significant number of papers from the field of computer 

sciences focusing on blockchain technology as a technical platform for building new blockchain-based 

business models, such as decentralized exchanges (Lin et al., 2019) or market-based platforms such as 

prediction markets (Clark et al., 2014) that operate as decentralized organizations with automated governance 

(Singh & Kim, 2019). For the purposes of definition, a DAO, is a virtual entity managed by a set of 

interconnected smart contracts-operate as computer programs which are deployed on a blockchain (Takagi, 

2017), where various actors maintain the organization state by a consensus system and are able to implement 

transactions, currency flows, rules and rights within the organization. Members of a DAO are able to propose 

options for decisions in the organization and to discuss about and vote on those through transparent 

mechanisms (Zichichi, 2019). By their decentralized nature, indeed, these technologies have the potential to 

make processes more democratic, transparent and efficient. 

Due to its origins linked to cryptocurrencies, blockchain has been mostly applied to financial and 

insurance applications and also in exchange markets. However, in recent years it is increasingly applied to 

other fields (Hassan et al., 2020). In this paper, the challenges of decentralized autonomous organization 

should be classified so that it can be managed accordingly. In other words, managers should discover the 

challenges and impediments of implementing a DAO structure in  companies, then manage them according to 

the level and degree of the priorities based on the five organizational pillars. So, the researchers seek to 

answer the following questions: 
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• What is the comprehensive model of decentralized autonomous organization to the five pillars of the 

organization? 

• What are the priorities of each challenge based on the proposed model? 

2. RELATED WORK AND STATED CHALLENGES 

A decentralized organization is not a new concept but has existed in organization theory since the 1960s 

(Freeland and Baker, 1975). However, technology-led decentralized organization implementation literature 

dates back to the 1990’s leveraging internet and connecting physical devices (things) (Dilger, 1997). 

Proponents and enthusiasts, these days say that DAOs will eventually replace many of the world's 

corporations. Although this may seem farfetched for most traditionalists, DAOs continue to expand their 

potential capabilities in conjunction with technological advancements (Tse, 2019).  

There is also an emerging body of literature from the field of economic and legal theory concerning 

DAOs. While most of these works focus on the new opportunities of decentralized blockchain-based 

organizations in the realm of economics and governance (Kaal, 2020), others focus on the legal issues of 

DAOs from either a theoretical (De Filippi & Wright, 2018) or practical perspective (Werbach, 2018). On the 

other hand, the political discourse around DAOs is more pronounced, at least in the context of many existing 

blockchain communities (Scott, 2015; DuPont, 2019). This survey is done to provide proper classification for 

all the challenges faced in the existing systems to facilitate effective use of blockchain technology in future, 

other than in the field of cryptocurrency. 

A decentralized organization is also linked to corporate governance and audit. So, in terms of governance, 

diverse scholars recently started investigating the opportunities of blockchain technology and smart contracts 

to experiment with open and distributed governance structures (Rozas et al., 2018; Jones, 2019), along with 

the challenges and limitations of doing so (Hutten, 2019).  

3. PROPOSED MODEL 

Leavitt (1965) defines the four internal elements of organization (technology, structure, goals and 

individuals) as organizational pillars, however does not consider the environment as a separate independent 

element. The environment is a constitutive and inevitable component of the organizational model and every 

organization is also located in the specific physical, technical, cultural and social environment that it must 

adapt to (Scott, 1995). Therefore, culture is embedded in the infrastructure section as one of the basic 

components in the model.  Sarlak and Koulivand (2016) define the conception of the organization as a human 

based organization, structured, equipped with technology, purposeful and enclosed in the environment. 

According to this definition which is consistent with Leavitt's diamond model (Scott, 1995), all organizations 

have at least five important pillars. In this research we have classified the critical challenges of implementing 

a DAO based on the proposed model elements as presented in figure 1. 

 

Figure 1. Organizational pillars model (Sarlak and Koulivand, 2016) 
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By considering this classification taking cyber cover, a Cyber Insurance Company (available at 

www.cyber-cover.tech), as an example which is pioneered in the implementing blockchain technology in its 

organization in Iran. At the beginning of the establishing, it encountered some challenges such as 

determining the decision-making procedure, rebuilding the existing structure in a new way, availability of 

experts for designing and managing the new system and so on. Based on the proposed model, these problems 

can be classified in two main categories: structural and individual domains. 

4. RESEARCH METHODS 

The purpose of this research is to identify the challenges of implementing a DAO in Iranian companies. For 

this purpose, the effective indicators in the implementation of a DAO have been identified through a 

systematic review and asking experts' opinions in the form of the organizational pillars model and the Delphi 

method. Kendall test has been used to analyze the experts' findings and determine the harmony of their 

views. Since it is impossible to coordinate the opinions of experts in one stage, in the current research, 

experts were asked for their opinions in three different time periods using the Delphi method, and finally, in 

the third round, the coordination of experts' opinions was at a high level. If the Kendall coefficient is more 

than 0.7, it can be concluded that the coordination of the experts' point of view is at a high level (Schmidt, 

1997). 

5. RESEARCH FINDINGS 

In this research, the Delphi method and the model of the organizational pillars were used to identify the 

indicators of the implementation of a DAO in Iranian companies. In order to reach a common point of view 

regarding the challenges of implementing the decentralized autonomous organization, the Delphi method and 

the Kendall test have been used in three stages. 

Table 1 presents the results of Kendall test stages of the Delphi method. In the first stage,  

35 sub-indicators were introduced by experts. It can be seen that in the first stage, the Kendall coefficients for 

the main indicators do not differ much from each other, but the coordination between the opinions of the 

experts in relation to the extracted sub-indicators is not very high. At this stage, there have been two 

overlapping semantic indicators for the dimensions of technology, structure, goals and individuals, and three 

overlapping indicators for the environment dimension, and these indicators have become a sub-index. In the 

second stage 24 sub-indicators have been identified. It can be seen that in this stage, the Kendall coefficient 

for the five dimensions has increased significantly compared to the first stage, which indicates the existence 

of a greater coordination in the experts' point of view. However, the coordination of experts' views is at a low 

level, and a third step is needed to improve the experts' views. 

In the third step, 15 sub-indicators have been extracted for the five dimensions. It can be seen that the 

values obtained for the Kendall coefficients are more than 0.7, in other words, there is a high coordination in 

the third stage of the Delphi method regarding the sub-indicators (Table 2). Based on the Kendall coefficient 

and the coordination of views, goals are ranked first, structure is ranked second, technology is ranked third, 

individuals are ranked fourth, and environment is ranked fifth. 

Table 1. Findings of the Kendall coefficient for the results of the Delphi method  
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Table 2. Findings of effective indicators in the implementation of a DAO based on the organizational pillars model 

Indicators Sub-indicators 

Technology 

The affordability of smart software 

Appropriate use of information 

Information storage and documentation 

Structure 

Organizational hierarchy 

Exchange of information 

Coordination of tasks 

Goals 

Managers' awareness of the quality of activities 

Sufficient budget and credit to do things 

Dependence of activities on decentralized management 

Individuals 

Suitability of jobs and people's expertise 

Software and hardware knowledge 

Creativity and innovation of people 

Environment 

Technical infrastructure 

District rules and regulations 

Beneficiaries and users 

6. CONCLUSION 

DAOs are becoming more common, and now is an exciting time for industrial and organizational experts to 

address this new phenomenon with new theory and empirical study. Also, brands must keep up with current 

developments that may impact how they interact with customers or vice-versa. The growing of DAOs has 

driven new research on this new organizational form that integrates the entanglement between 

 blockchain-enabled technology and decentralized, automated, and autonomous governance in organizations. 

This new research has also prompted the analysis of DAOs main environmental, technological, individual, 

structural challenges and also organizational goals concerns.  

Some studies supported the technological aspects of the proposed model and revealed the challenges of 

information security, limitations of smart contracts and code-is-law in the decentralized organization based 

on the blockchain technology (Wang et al., 2019, Zainal, et al., 2022). From the structural aspects some 

studies have the same survey. For example, zhou et al. (2019) proposed the decision-making model to 

overcome the possible challenges in this type of organizations. Moreover, some researches revealed 

governance challenges and its limitations (Hutten, 2019). Relevant studies to the environmental issues can be 

referred to DAOs' reputation system research (DuPont, 2019), political concerns (Scott, 2015) and legal 

issues of DAOs (De Filippi & Wright, 2018, Werbach, 2018). 

Two other challenges, goals and individual, were identified in this research by the proposed model. 

However, there are some theoretical studies in these fields, there are no similar practical research. As 

mentioned in the literature of the research, Cyber cover company as an example facing individual concerns at 

the beginning of its activity. On the other hand, goal dimension is ranked first based on the Kendall 

coefficient and the coordination of views in this research. Therefore, it is recommended to other researches to 

identify and determine the priorities of DAO implementation challenges based on their proposed model to 

enlighten the path for managers for controlling and overcoming the obstacles. 
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ABSTRACT 

The aim of this paper is to analyse the workplace disruption caused by the paradigm shift due to the digital transformation 

process and the context of hybrid/remote work. The authors analyse benefits, challenges and approaches companies are 

facing within the segment of workplace regulation as well as e-leaders’ tactics for remote work performance, result-based 

metrics, and performance indicators. The authors have noticed huge discrepancy between research on remote work subjects 

in business and teaching and learning industry sector (in business there’s a lot of pros, and in the education especially 

during the pandemic, cons). Remote work represents one of the most important segments, especially in the segment of 

teaching, that also affects the satisfaction level in the process, which is often neglected by setting out the focus on the 

technologies or/and teaching methods in the e-learning environments and performance, and at the same time dropping out 

from the focus working conditions, policies, and institutional support for workers/teachers. In this paper authors analyse 

challenges and benefits of hybrid/remote work in general by observing possible applicability to various sectors of e-Society. 

KEYWORDS 

Remote Work, Disruptive Models, Digital Transformation, E-Society 

1. INTRODUCTION 

The digital transformation has influenced workplace disruption by digitizing processes and enabling 

communication and cooperation between employees and managers in a remote or hybrid work model. 

Hybrid/remote work model has become so relevant for employees that majority is ready to change an employer 

if current does not offer an option to work in hybrid/remote model. On the other hand, the lockdown generated 

by the COVID 19 pandemic has forced European universities to move their teaching activities to the online 

environment. This ad hoc shift to digital environment resulted in emergency remote teaching which is a different 

concept than the e-learning.  Unfortunately, by the majority of the teachers and management there is not a clear 

understanding of the difference between these two concepts creating difficulties in moving towards a proper 

digital transformation. It is evident that questions about the preparedness, designing and effectiveness of  

e-learning is still not clearly understood (Muthuprasad, 2021). From the body of the research, we can see that 

teachers as employees working inside disruptive models in higher education industry need a clear definition and 

guidance. Only this way can we have a truly modernized education. But how do we reach this, where do we 

learn from? Could flexibility that other industries have achieved become something that could open different 

approach to teaching and learning thus enabling full digital transformation of educational environment. Could 

we learn from the business environment regarding the remote work and what are obstacles and advantages.  

2. DIGITAL TRANSFORMATION INFLUENCE ON WORKPLACE 

DISRUPTION  

The digital transformation has been mainly driven by global trends, such as changes in customers’ expectations 

that demand 24x7 availability from product and service providers, higher speed of execution, close to real time, 

and clear preference for digital channels for many of the customers. The superb digital experience some of the 
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industries are providing has created demand from other industries to do the same, although that might be a much 

higher challenge, hard to realize. Globalization and digitalization have made products and services easily 

available anywhere in the world, creating additional competitive pressure even for those companies that do not 

operate globally. Not only that products and services became globally available, the workers too. More and more 

companies have people employed across the globe and operate as one team regardless of their geographical 

dispersion. These companies have started applying remote work model as pioneers, but many more joined the 

same path because of Covid-19 pandemic that significantly speeded up both digitalization and adoption of 

remote and hybrid work models. Technology pace is increasing and is fundamentally changing the nature of job 

tasks, resulting in many new job roles that were created in the last decade, while others have become obsolete 

and fully automatized by robots, artificial intelligence, machine learning, chat bots and other digital technologies 

and solutions. By 2025 machines and humans will be equal in terms of how tasks will be divided (Zahidi, 2020). 

2.1 Hybrid/Remote Work History Context  

Some form of remote work model was here for more than 50 years, slowly developing as new technology were 

entering the workplace. In 1973, Nilles working on decreasing pollution and improving air quality questioned 

the necessity of daily travel to office without the real need (Nilles, 1998). First adopter of remote work were 

technology companies. Cisco, launched in Silicon Valley in 1993, had one of the first systematic remote work 

programs where employees could work either fully remotely or were offered flexible working hours and 

communicating via broadband technology. 10 years later, after a decade of working under remote and hybrid 

model, Cisco reported an increase in employee productivity and savings in 2003 of 195 mill $ (Neeley, 2021). 

Back in 1991, Drucker declared that in the future “office work, rather than office workers, will do the traveling” 

(Drucker 2020). Many international companies started to introduce telework as possible working conditions, 

like American Express, IBM, AT&T. The European Union realized in the year 2002 how the increase of 

information technology is changing working habits and requirements. In July 2002 a European Framework 

Agreement on Telework was concluded, the act that regulates employment and working conditions, health and 

safety, training, and collective rights of teleworkers (Eurofound, 2005). The USA Government in 2010 issued 

Telework Enhancement Act by which telecommuting officially was more secure and effective for Federal 

employees (Allied Telecom, 2022). From 2015 many fully remote companies were born, like GitLab, Toptal, 

DuckDuck Go, WeWorkRemotely, etc. In 2015 19% of EU employees worked from home remotely or in a 

hybrid model using collaboration technologies, where Scandinavian countries were leading with 30%-38% 

working in remote or hybrid model (Samek Ladovici, 2021). According to a study by the International Labor 

Office from Geneva from 2019, 40% of US workers work remotely occasionally (Lister & Harnish, 2019). Since 

2017 remote working started to be a common working option possibility, required by employees. Since the 

Covid-19 pandemic outbreak, telework (fully remote or hybrid) became the new normal, where almost  

50% of all the employees all over the globe during some point worked remotely and continues to do so. “Flexible 

work is here to stay” according to findings done by Microsoft in 2021 (Microsoft, 2021). 

2.2 Challenges and Benefits of Hybrid/Remote Working 

Hybrid and remote work do not come without challenges. Management typically questions if employees will be 
fully engaged without continuous monitoring, while there is a challenge of work-life balance, sense of loneliness 
and isolation on employees’ side, as well as lack of socialization with their colleagues. According to 2020. BCG 
research, success of hybrid/remote work depends on several factors like transparent remote-work vision, 
selecting right operating model, enhancing trust-based management, establishing the technological foundation 
and solutions (BCG, KRC; José Ferreira, Pablo Claver, Pedro Pereira, and Sebastião Thomaz, 2020). Leadership 
proved to have a key role in motivation and communication among employees. Additionally, without a company 
culture built on trust and clear goal settings, it is hardly possible to successfully introduce hybrid and remote 
working models. According to BCG survey from 2020, 24% of managers believe that it’s harder to control and 
drive productivity while working remotely vs in-office work, 39% of managers believe it is harder to ensure 
team engagement and connection, and 30% of managers believe in less innovation while working remotely. 
Global Workplace Analytics survey (Lister, Kate; Kamouri, Dr.Anita, 2020) points out that 35% of managers 
believe that main struggle of remote work is employee engagement, 34% believes that the main struggle is a 
lower performance of teamwork and cohesion among team members, followed by lower creativity and 
innovation and lower availability of manager’s control over employees work performance. 2021 research from 
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Gartner shows that employees were very engaged in remote/hybrid model even when their work had not been 
under constant company control and monitoring. According to research data of 2.865 participants, 70% of 
leaders confirmed that remote work performance was the same or better as on-site (in office) work  
(Kamouri, Anita, PhD; Lister, Kate, 2020).  BCG study from 2020 shows that two major employees benefit in 
hybrid/remote work are work-life balance (mainly related to less commute time which allows extra time to be 
spent for their personal needs and family) and cost reduction of living costs (mainly due to lower cost of 
commute, cost of meals, etc.). OWL Labs study from 2021. shows that more than 80% of respondents considers 
that main benefits of remote working are more time with their family 86%, that they are happier 84%, better 
able to handle work-life balance 83% and that hybrid work is better for their mental health 82% (OWL, 2021). 
Main benefits for employers/companies are (Florentine, Sharon, 2020): employee engagement and 
productivity increase, retention, morale, expanding talent pool, cost reduction. BCG survey from 2020 shows 
that companies have the following benefits from hybrid/remote work model: cost saving, talent attractiveness, 
productive workforce. Applying hybrid/remote working model allows companies to employ experts from any 
geography, allowing them to choose the best talents, but also surveys as a way to expand their business in new 
geographies. What comes across all research and surveys investigated as common benefits of hybrid/remote 
working for employees and employers are following: work/life balance for employees; more personal and 
family time for employees; cost reduction for both employees and employers; increased flexibility and autonomy 
for employees; development of digital competences for employees; higher performance in well managed 
hybrid/remote work for both employees and employers; improved work satisfaction and expanding talent pool 
for employers. On the other hand, research has shown many challenges of this type of work, such as: sense of 
loneliness and isolation on employees’ side, as well as lack of socialization with their colleagues and losing team 
spirit; no clear boundaries between work and home time; too much of virtual communication; difficulty focusing 
on fully remote work model; staying motivated especially in fully remote work model; new colleagues 
onboarding; and appropriate communication with managers and team members.  

McKinsey Global Survey on digital transformation from 2018 lays down five characteristics of successful 
digital transformation as prerequisite for successful remote / hybrid work: leadership by having the right,  
digital-savvy leader in place, capability building for the workforce of the future (engaging integrator and 
technology-innovation manager who would support employees to bridge the gap between traditional and digital 
parts of business - they will translate and integrate new digital methods and processes into the existing way of 
working), empowering employees to work in new ways, continuous upgrading of tools used for collaboration 
and process digitalization, frequent communication via traditional and digital ways (McKinsey & Company, 
2018). In a new remote and hybrid work model, relationships between manager and employees have become 
more important than ever, while through manager employee validate employer as well (Kropp & McRae, 2022). 
Important criteria for successful remote work and productive teams are (Neeley, Tsedal, 2021): delivering 
results, individual growth facilitation, building team cohesion. For productive remote and hybrid team, there are 
tactics for successful leading remote workers (Neeley, Tsedal, 2021):   a) minimize location differences - leaders 
should not make differences in leading people who are working on a different location, no matter if locations 
are geographically different, or on site or off site working; b) strengths, not status emphasize - leaders should 
emphasize individual strengths, not working status for remote workers, common purpose promotion vs faultiness 
– key for leaders is to promote group-level identity and stress out that each individual represents one part of a 
team (chain link); c) create structure – predictability is important for remote workers, leaders should give clear 
direction to each team member with direct communication and clear job description and responsibilities; d)give 
feedback – in order to motivate team members, leaders must give appropriate and constructive feedback as an 
individual support for career development no matter if working in office or remotely; e) promote engagement, 
but not avoid conflicts – bonding of remote and hybrid workers through informal parts of the meetings in order 
to encourage engagement and fruitful discussion. 

Taking all of the challenges employers and employees are facing in full remote work, hybrid work model 
seems to be more widely adopted by majority of employers, where applicable.  It is considered that the optimum 
balance could be around two to three days of remote work a week (Samek Ladovici et.al., 2021) giving 
possibility to the worker to organize work to maximize benefits of both options (in office and home office).  

2.3 Measuring Work Performance  

Hybrid/remote work model requires defining of measurable targets (Key Performance Indicators - KPIs) for 
achieving its purpose which will provide clarity about the goals and boost engagement of employees to achieve 
targets. The Performance Management must be adapted to a new way of working through (BCG, 2020): 1) 
Trust-based management – as a first enabler for successful hybrid/remote work, means shifting towards 
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measuring workers' output (e.g., achievement of settled KPIs and quality and timeliness of the work); 2) KPIs 
and OKRs (Objectives and Key Results) – use measurable targets, which should be equally accessible and fair 
for both remote and onsite employees, by providing tools and information that enable reaching targets, and 
provide reporting for regular tracking of performance; 3) Coaching and feedback – important in driving 
employee’s individual development and managing employee expectation, which could be very challenging in 
remote work model. New flexible working models require new practices and routines which could improve 
efficiency in daily tasks. 

3. DIGITAL TRANSFORMATION IN EDUCATION 

Starting from the context of the pandemic and the reflection it had on the education system, the short-term 

transition to a completely online/remote way of working, according to the many research papers, often has 

negative context or repercussions. This negativity is also influenced by the fact that some segments of the process 

and human resources were not ready for a complete transition to the online/remote way of working. However, 

e-learning and digital tools were already in use, planned and integrated 20 years ago and as such quite successful, 

which indicates that only certain segments could be the one giving the online learning/working a negative 

context, and they, on the other hand, can be easily detected by conducting quality performance measurement 

metrics. Digital transformation of educational institutions should therefore be viewed in a comprehensive 

context as companies tend to do by analysing all the segments, which is much broader than just delivery of 

teaching and learning with the use of technologies but integrating all its processes with all stakeholders (and also 

using the capabilities of AI bots to help personalize communication, especially in communication with external 

stakeholders (including the wider social community). Digital skills are becoming indispensable competencies 

that the labour market requires today. Education that prepares employees for this digital market is also changing 

attitudes towards 21st century skills development. The University, as the umbrella institution of higher 

education, is also expected to act proactively. Digital transformation in higher education was one of the key 

strategic priorities of the International Association of Universities (IAU, 2020) and their policy wish sets out 

key principles and values that are key to shaping the digital transformation of higher education and  

human-centered, ethical, inclusive and holistic transformation for the common good. If we are to develop future 

workers that are employable the disruption emerging in the educational environment needs to be recognized and 

solved.  

The project DIGITOOLS - Innovative Tools for Enhancing E-Learning Solutions in Universities  

(the Erasmus+ KA 226 Partnerships for Digital Education Readiness Project.  

Project Number: 2020-1-IE02-KA226-HE-000781) is aimed at introducing enhanced digital tools and methods 

to help university staff deliver quality education through online means. It supports and cultivates innovative 

pedagogies and methods for teaching, learning and assessment, encouraging educators and learners to use digital 

technologies in creative, collaborative and efficient ways to help them to quickly adapt to this fast evolving and 

complex situation caused by this global pandemic. In particular, the project promotes effective digital-age 

learning and digitally competent educational organisations actively building on the European Framework for 

Digitally Competent Educational Organisations. Digital technologies are enablers of a step change in learning 

and teaching practices. The project is effectively tackling skills gaps and mismatches particularly with regard to 

preparedness to remote work, learning and teaching in the digital environment promoting more flexible and 

innovative learning. (DIGITOOLS, 2022). 

4. CONCLUSION 

Digital transformation with many disruptive models has been successfully applied in many industries in the last 

decade (e.g. media and entertainment, retail, financial services, telecommunications, hospitality and travel, 

transportation, insurance, manufacturing, healthcare, utilities, wholesale, etc.). Research shows that most 

employers and organizations still feel more in control of the work process when it takes place on-site than when 

it’s been organized hybrid/remotely despite the fact that by implementing certain performance measurement 

methods and techniques the same effect can be achieved. Flexibility is a positive thing that both sides, employers 

and employees emphasize, which then consequently has an impact on all other processes of the system as a 
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whole (for example, education, library’s, healthcare etc.). Digital transformation experienced in the labour 

market definitely have influence on the education institutions that represent central place in preparing students 

for their future jobs and their flexibility to work in the context of different working models and simultaneously 

remotely connected to wide segment of e-Society. 
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ABSTRACT 

This study examines the impressions that movie posters give people and analyzes movie poster trends. The primary 

objective was to determine whether movie posters have any characteristics, which was done through clustering using 

arousal–valence maps. Thereafter, we tried to determine whether these characteristics are related to other indicators, such 

as box office revenue and audience satisfaction. A prototype of the proposed emotion evaluation system to conduct the 

survey was implemented, and an its overview and functions were elucidated. The system randomly displayed 6 movie 

posters from a list of 100 poster images prepared in advance. A small case study was conducted wherein participants were 

asked to rate each poster, and their ratings were saved. The evaluation values were analyzed, and several findings were 

obtained. 

KEYWORDS 

Arousal, Valence, Movies Posters, Emotion Analyses 

1. INTRODUCTION 

Advertising is widely used by companies to promote their products and work. There are several types of 

advertising, such as TV commercials, internet advertisements, and movie posters. Posters are known to 

influence and increase the interest of moviegoers. Recently, with the advent of over-the-top media services 

such as Amazon Prime Video and Netflix, people are offered more opportunities to decide whether to watch a 

movie based on its poster, which suggests that the impressions they acquire through movie posters can 

influence their viewing. 

This study focused on movie posters and analyzed their impressions on people. Participants’ impressions 

of each poster were collected using a questionnaire and quantitatively evaluated. This study introduces an 

emotion evaluation system that was developed to conduct the questionnaire, and reports the results of the data 

analysis performed using the data generated through this system. 

The system adopted the arousal–valence (AV) index proposed by the psychologist James A. Russell (1980). 

Arousal involves evaluating the activation performance of an object; for example, whether it imparts a calm 

feeling or makes an individual nervous when they see it. In contrast, valance involves evaluating 

positivity/negativity, that is, whether the impression obtained when looking at the object is anxious, sad, 

confident, or happy. The primary objective of this study was to determine some characteristics of movie posters 

and to achieve this goal, clustering was performed using the aforementioned (AV) map. Subsequently, we 

expected to gain insight into whether these features are related to other indicators, such as box office revenue 

and audience satisfaction. 

The following are some previous studies related to this research: 

Kutsuzawa et al. (2022) analyzed the relationship between emojis, which are frequently used worldwide to 

express feelings and emotional states. Using the emotional value-arousal scale, they determined that emojis 

comprehensively express human emotions. 

Kato (2022) evaluated the arousal and emotional valence for images selected from the International 

affective picture system dataset. The measured arousal and emotional valence differed among the cases wherein 

participants were instructed to rate the emotion aroused by the stimulus and those wherein they were instructed 

to identify the sentiment contained in the stimulus. 

Kimura et al. (2020) aimed to create a list of stimulus words suitable for emotional arousal. They presented 

university students with two-character phrases and asked them to rate the emotional valence and arousal level 
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imparted by each phrase. Consequently, they created a list of emotional words that minimized the 

interdependent effects of emotional valence and arousal levels. 

Goto (2019) investigated the emotional valence and arousal levels of single-kanji characters to create an 

emotion word list. The 7-point Likert scale survey included 45 students and a list of 95 words selected from 

Kanji in contemporary magazines. Consequently, 29, 33, and 30 words were assigned negative, positive, and 

neutral values, respectively. 

Sasaki et al. (2013) recommended songs that matched the impression of a scene by mapping the input image 

to the song impression. In this method, the image and music features were transformed into AV value, which 

is a psychological index of liveliness, to map them in the AV space. 

Although most of these studies have evaluated emotional valence and arousal of words, this study attempted 

to do this for images. 

2. EXPERIMENT AND RESULTS 

This section provides an overview of the experiment and inferences of the results obtained. 

2.1 Experiment Overview 

An experiment was conducted to determine the impressions movie posters make on people. The experimental 

system was designed to randomly display 6 movie posters from a list of 100 different movie posters prepared 

in advance, and participants were asked to rate the impression they obtained from each image. The poster 

images were obtained from an online database called the Movie Database (TMDB). By using the application 

programming interface of this website, various information about any movie can be collected, such as the 

country of production, year of production, names of actors, and satisfaction level. Moreover, it is possible to 

collect information and posters of all movies around the world. The 100 poster images prepared in advance 

were those of the top 100 movie titles according to their world box office revenue rankings. The terms and 

conditions of use of TMDB allow free use of movie poster images. It was confirmed that no intellectual 

property rights were infringed.  

The AV index was used to evaluate the posters. Because Russell’s model plots various emotions on two 

axes, each AV value could be represented as a 2D representation of the corresponding emotion. The average 

AV values for the posters were calculated from the accumulated results, which were analyzed by applying 

them to the corresponding emotions. 

2.2 Emotion Evaluation System 

The emotion evaluation system randomly displayed 6 movie posters out of the selected 100 movie posters, and 

stored the arousal and emotional values entered by the users.  

After a participant completed the evaluation, the system showed them other participants’ scores, which was 

expected to impart gamification. Thus, users could intuitively identify the differences between their and others’ 

scores, which was intended to encourage them to assess other posters. 

The jQuery-UI and Bootstrap 5 CSS libraries were used at the front end, and the back end (server side) was 

built using the Rails 7.0.2.3 framework. Figure 1 shows a screenshot of the evaluation system, which shows 

six posters randomly selected from TMDB. 
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Figure 1. Evaluation system called “Emotion Analysis for Movie Posters”  

2.3 Experiment and Result Analyses 

The experiment was conducted using a previous system on May 16, 2022. Twenty members of our laboratory 

participated in this study, and their multiple responses resulted in 372 evaluation results. The results were 

displayed in the format of Russell’s model, with the vertical axis representing arousal level and the horizontal 

axis representing the emotional valence (Figure 2).  

 

Figure 2. Scatter plot of emotion evaluation 

The colored circles indicate the number of evaluations; the darker the color, the more times the assessment 

was made, and the higher the evaluation validity. The numbers displayed near the circles indicate box office 

rankings. For example, item 1 indicates the movie with the highest box office revenue, whereas item 100 

indicates the one with the lowest. 
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Three findings were obtained through this experiment. First, there is a positive correlation between arousal 

and valence; the correlation coefficient was 0.513, indicating that there was indeed a correlation. Second, 

currently there is no direct correlation between the evaluation value of posters and box office revenue. The 

numbers in the graph indicate the box office revenue rankings; however, large and small numbers are scattered. 

Third, very few posters were rated as having low arousal and positive valence. The following figure shows the 

number of poster images in each quadrant. The number of posters evaluated as having low arousal and positive 

valence, that is, in the fourth quadrant, was only five, which was lower than in the other quadrants. The 

following hypothesis is proposed based on these results: there is a lower number of posters in the fourth 

quadrant for some reason (e.g., they do not lead to sales) and participants rarely evaluated the posters in this 

quadrant. Because the evaluation hurdle was high in this quadrant, posters were rarely classified in this area. 

3. CONCLUSIONS AND FUTURE WORK 

This study attempted to examine the impressions that movie posters impart to people. The characteristics and 

trends of movie posters were analyzed by clustering them using AV maps and examining whether these 

characteristics were related to other indicators, such as box office revenue and audience satisfaction. The 

evaluation system was constructed based on Russell’s AV model, and an experiment was conducted using the 

proposed system. The data obtained were mapped and analyzed using the AV model. The results did not show 

a correlation between the evaluation value and box office revenue, and posters rated as having low arousal and 

positive valence tended to be less favored than others. 

Although this study was conducted using movie posters, the vital outcome is the evaluation system that was 

created. In other words, this system does not have to be limited to movie posters, and could be used to evaluate 

paintings, brand advertisements, etc. Because this study evaluated the impression people acquire when they 

see an object, we believe it can be used to anticipate user experience. We hope that this study will aid future 

research in this field. 

However, more experiments are required to ensure the validity of the evaluation values. Therefore, it is 

expected that the number of evaluations can be increased in the future by recruiting students from the same 

faculty as participants (our faculty has approximately 600 students). Additionally, a similar experiment should 

be conducted using posters of movies that did not have high box office collections and its results should be 

compared with those obtained in this study. We will continue to examine the relationships between the 

evaluation results. Because this study did not find a direct relationship with box office ranking, we plan to 

investigate the correlation between the number of PV views and the level of audience satisfaction in future 

work. 
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ABSTRACT 

Until recently, little attention has been paid to citizens’ continuance usage (i.e. post-adoption) of emerging technologies. 

Recognizing this gap in the literature, this research aims at developing an integrative research model by extending the 

Unified Theory of Acceptance and Use of Technology (UTAUT) framework with public satisfaction and trust constructs 

which are considered as imperative factors in continuance usage of e-government services. As part of a larger research 

project, this model will be then applied to examine citizens’ continuance usage intention of smart government services in 

the United Arab Emirates (UAE). 

KEYWORDS 

Smart Government, E-government, Continuance Usage, UTAUT, Trust, Satisfaction 

1. INTRODUCTION 

Smart government, the next-generation e-government, refers to the use of breakthrough technologies such as 

Artificial Intelligence (AI), Machine Learning (ML), Internet of Things (IoT), Mobile Computing, Open 

Government Data, Cloud Computing, Social Media, Blockchain and Big Data Analytics by the public sector 

(Hujran et al., 2021). Smart government has the potential to modernize the public sector by enabling 

governments to provide intelligent, integrated, personalized, and interactive public services to their 

stakeholders (Althunibat et al., 2021). Despite its numerous benefits, however, the literature on smart 

government is still in its infancy. In contrast to e-government and m-government, little consideration has been 

paid to exploring issues related to smart government (Al-Hujran et al., 2022). Hence, the first contribution of 

this research is to address this gap in the literature.   

As smart government initiatives are increasingly being implemented by some countries around the globe 

including the UAE, certain technical and non-technical challenges need to be considered including citizen 

adoption and continuance use (Althunibat et al., 2021). Recent studies frequently reported that electronic public 

services and associated innovative technologies have been often underutilized (Xiong et al., 2021; Alruwaie  

et al., 2020) with a discontinuance rate being high (Islam et al., 2021; Xiong et al., 2021; Alruwaie et al., 2020; 

Li and Shang, 2020). Hitherto, prior information systems (IS) literature showed that the success of any IS and 

the feasibility of its long-term strategies is highly dependent on its continued use (i.e. post-adoption) rather 

than on initial acceptance (Alruwaie et al., 2020; Li and Shang, 2020; Bhattacherjee, 2001). Several researchers 

argued that the problem of underutilization of Information and Communications Technologies (ICT) 

applications is because organizations tend to overlook the post-adoption period (Islam et al., 2021; Alruwaie 

et al., 2020).  After a comprehensive review of the e-government literature, the current research found only a 

few studies explored the continuance use of e-government services (e.g. Alruwaie et al., 2020; Li and Shang, 

2020; Naranjo-Zolotov et al., 2019), m-government services (e.g. Xiong et al., 2021) and open government 

data (e.g. Islam et al., 2021). Therefore, studies related to the post-adoption of smart government services are 

still needed to make this innovation successful. Filling this gap in the literature represents the second 

contribution for the current study. Accordingly, this study aims at developing an integrated model of smart 

government continuance usage by extending the UTAUT model.   

ISBN: 978-989-8704-47-4 © 2023

432



2. LITERATURE REVIEW 

The e-government literature has witnessed an increasing number of studies that have been devoted to 

understanding citizens’ perspectives toward the acceptance and adoption of e-government services  

(e.g. Mustaf et al., 2020; Al-Hujran et al., 2015; Al-Hujran et al., 2014; Al-Hujran and Al-dalahmeh, 2011). 

As a result, numerous e-government adoption models have been developed, and a wide range of factors 

affecting adoption have been pinpointed. For example, Mustaf et al. (2020) identified around 50 different 

influencing factors from 41 e-government adoption studies that have been published during the years  

2007-2018. However, neither the acceptance nor the adoption is enough to ensure the success of e-government 

services, but the continuance use or the post-adoption does (Li and Shang, 2020). While acceptance and 

adoption might represent the initial stage of use of an information system, post-adoption represents the repeated 

or continuance use, and the latter deserves more specific attention (Yan et al., 2021). 

The lack of citizens’ continuance use of e-government services has been frequently recognized and 

highlighted in the recent literature (Gupta, 2021; Li and Shang, 2020), which also have called for further 

attention to be placed on understanding citizens' continuous use of e-government services. Accordingly, more 

recent studies started to focus on determining the underlying factors that influence citizens' continuance use of 

e-government services (e.g. Gupta and Maurya, 2020; Li and Shang, 2020), mobile government services 

(Xiong et al., 2021) and open government (Islam et al., 2021). Nevertheless, the post-adoption or continuance 

use of smart government services has been rarely been investigated, especially in developing nations such as 

the UAE. The continuance usage of technology, as a wider domain, has received little attention compared with 

technology acceptance and/or adoption (Yan et al., 2021). A recent examination of the use of UTAUT2 theory 

(from 2012 -2017) has found that, among 650 studies cities UTAUT2, only three studies focused on user  

post-adoption of ICT applications (Tamilmani et al., 2021). Another recent study but a broader systematic 

review of 147 papers in the context of continuous use of technologies at the time period from 2001 to 2019, 

found only 10 studies addressed continuance use of ICTs (Yan et al., 2021). Apparently, this knowledge gap 

also exists in the smart government literature. 

3. HYPOTHESES DEVELOPMENT  

This research proposes an integrative model by extending the UTAUT (Venkatesh et al., 2003) through the 

integration of two significant predictors of e-government continuance usage identified in the relevant literature: 

public satisfaction and public trust constructs (See Figure 1). The UTAUT theory is one the most broadly 

employed theoretical models that have effectively replicated numerous occasions and used to investigate the 

adoption of a wide range of technologies (Venkatesh, 2021; Hujran et al., 2020). In the UTAUT model, 

behavioral intention and use behavior are influenced directly by four independent constructs. These constructs 

are performance expectancy (PE), effort expectancy (EE), facilitating conditions (FC), and social influence 

(SI). 

3.1 Impact of Performance Expectancy on Public Satisfaction 

Performance expectancy refers to the degree to which a user believes that the usage of a particular system 

would lead to enhancing his/her job performance (Venkatesh et al., 2003).  Smart government has the potential 

to enhance citizens’ performance and create greater values for them such as offering greater convenience, 

transforming government-citizen relationships, improving citizens’ experiences, and transforming public 

decision making (Hujran et al., 2021). Thus, it could be argued that citizens are more likely to be satisfied with 

their experience of utilizing smart government services when they realize a higher level of utilitarian value in 

using such innovative services. The significant relationship between PE and satisfaction has been validated in 

similar contexts (e.g. Alalwan, 2020; Singh, 2020). Hence, the following hypothesis is proposed:  

H1. Performance expectancy positively influences public satisfaction. 
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Figure 1. Research model 

3.2 Impact of Effort Expectancy on Public Satisfaction 

Effort expectancy is deified as the degree to which the user believes the use of a new technology to be free of 

effort and easy to use (Venkatesh et al., 2003). The use of various novel technologies such as Chatbots,  

IoT-related services, Virtual reality, and Smartphones would enable the public to complete their transactions 

with minimal effort and without needing help from government staff. Accordingly, it could be proposed that 

whereas citizens perceive that using smart government services is effortless, they will be satisfied with their 

experience in utilizing such services. Previous studies confirmed the significant impact of EE on end-user’s 

satisfaction across similar contexts (e.g. Hope and Zhang, 2015). Thus, we posit: 

H2. Effort expectancy positively influences public satisfaction. 

3.3 Impact of Social Influence on Public Satisfaction 

Social influence denotes the degree to which a user believes that other important individuals to him/her  

(i.e. family, peers, friends) think that he/she should use a technology or system (Venkatesh et al., 2003; 
Khasawneh et al., 2018). The current study argues that citizens are more likely to be influenced by the opinions 

and word-of-worth of those around them when judging their experience (satisfied or dissatisfied) with smart 

government services. The positive link between SI and user’s satisfaction was empirically proved by prior ICT 

adoption literature (e.g. Chen et al., 2020). Therefore, this study suggests the following hypothesis: 

H3. Social influence positively influences public satisfaction. 

3.4 Impact of Facilitating Conditions on Public Satisfaction 

Facilitating conditions are defined as users’ perceptions of the availability of proper organizational resources 

and infrastructure that support the use of a specific system or technology (Venkatesh et al., 2003). It is 

anticipated that when citizens perceive that the government provides them with enough resources and support 

when using smart services, they are more likely to have conformable experiences and, hence, would be more 

satisfied. Earlier research reported that FC is a strong predictor of user satisfaction (e.g. Alalwan, 2020; Chan 

et al., 2010). Thus, we hypothesize: 

H4. Facilitating conditions positively influence public satisfaction. 
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3.5 Impact of Public Satisfaction on Continuance Usage 

The satisfaction concept has been extensively studied in different domains including marketing, management, 

commerce, and information systems. According to Bhattacherjee (2001), satisfaction is regarded as 

“experience-specific affect” and it represents a psychological state connected to and generated from a 

comparison between expectations and experience (i.e., confirmation). Previous research showed that 

satisfaction is a strong determinant of the continuance intention to use a product, service, or technology 

(Alalwan, 2020; Singh, 2020). Accordingly, we posit: 

H5. Public satisfaction positively influences the continuance usage of smart government services. 

3.6 Impact of Public Trust on Continuance Usage 

According to Williamson (1993), trust is viewed as a calculative process and a particular level of subjective 

probability with which an individual weighs available evidence associated with possible benefits and risks to 

decide whether to rely on another agent to perform a particular activity. Thus, if a user does not trust particular 

smart government services, he or she may stop using them. Past studies indicated the important role of trust in 

predicting a user’s intention to continually use a product, service, or technology (e.g. Benlian et al., 2012). 

Therefore, the following hypothesis is proposed: 

H6. Public trust positively influences the continuance usage of smart government services. 

4. CONCLUSION 

While most studies on smart government have focused on Western countries, just a handful have looked at 

how it has been used in Arab countries like the United Arab Emirates. In addition, there is a scarce of studies 

that examine the continuance usage intention of smart government services. This study, therefore, proposed a 

conceptual model to examine the continuance intention to use smart government services. As a future work, 

an extensive empirical survey research will be carried out in the UAE to empirically validate the proposed 

research model. 
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ABSTRACT 

Understanding semantic similarities between documents is challenging but have enormous benefits, like plagiarism 

detection and information retrieval. Various techniques are available in Natural language processing, which help in 

understanding similarities between text documents. Every approach aims to find a unique set of features that help 

differentiate between two or more documents. 

Names of persons, organizations, locations, medical codes, acronyms, technical terms, date & time expressions, 

quantities, monetary values, and percentages (collectively known as Named Entities) and the order in which they appear 

in a document contribute a great deal to the uniqueness of the document (Li et al., 2020). If two documents share them, 

they must present the same information or discuss the same concept. Another advantage of Named Entities (NE) in the 

context of plagiarism detection is that they do not have synonyms – replacing words with their synonyms to avoid 

detection is, therefore, not an option. Thus, NEs have a high potential for detecting similarities between documents.  

Yet, going by the availability of literature, it is an under-researched concept. 

In this article, we discuss and explore the concept of NEs and their meta characteristics, and propose a way of using that 

information to find similarities between documents.  

Our initial experimental results, discussed in this article, demonstrate the efficacy of the approach intuitively argued 

above. This article is unique in its methodology, thus comparing the results with other available methods on textual 

similarity is inappropriate. We have compared the results of the proposed NE based approach with existing approaches 

based on Term Frequency and TF-IDF. 

The future goal of the ongoing research work is to combine NEs and their meta characteristics with other characteristics 

to develop a robust and comprehensive framework for finding semantic similarities between documents.  

KEYWORDS 

Text Similarity, Semantic Similarity, Named Entity 

1. INTRODUCTION 

We use the concept of semantic text similarities in day-to-day life without being aware of their existence. 
Human civilization will progress further if machines can understand human language. Finding similarity is 
one step in the direction where machines can understand human language. For example, applications like 
human-machine interfaces (such as Seri, Alexa or Cortana) can become more flexible and useful. They 
depend on how machines find similarities between human language and their trained modules. Finding 
semantic similarities has various other applications in information retrieval, automatic question answering, 
machine translation, dialogue systems, and document matching (Pradhan et al.,2015).  

The general approach is to extract features unique to each document and convert these features into 
numerical representations that can be easily converted into machine language. Named Entities are among the 
unique features of documents. Named Entity Recognition (NER) are a set of techniques that help in finding 
these unique words present in documents. Grishman and Sundheim (1996) discussed named entities in the 
6th Message Understanding Conference. They have used NER to identify persons, places, or organization 
names, dates, currency, and numerical values. After many advancements in the NE proposed subsequently, 
researchers have segregated NEs into two broad categories: Generic NEs and domain-specific NEs. NER 
uses one of these four methods: Rule-based method (on hand-crafted rules), unsupervised  
(based on unlabelled data), feature-based supervised learning (feature engineering later followed with 
supervised learning approach), and deep learning based approach (detect similar patterns of words on which a 
model trained) (Li et al.,2020). 
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2. NAMED ENTITY RECOGNITION 

"a named entity is a word or a phrase that identifies one item from a set of other items with similar 

attributes." (Sharnagat, 2014, pp.1-27). Examples of named entities are organizations, persons, location 

names, gene, protein, drug and disease names in the biomedical domain—the fundamental of NER is to find 

the location of such words and tag the words in the document.  

Formally defining NER: consider a document with a unique set of words S = { W1, W2, W3, ...., WN}, 

where a subset of those words are a list of NEs, i.e. { I1, I2,... IM}. 

At the time of MUC-6 (Grishman, & Sundheim, 1996), each NE was assigned a single tag. This was 

popularly known as coarse-grained NER. Another kind of NER developed recently is known as fined-grained 

NER, which can allocate more than one tag to some of the NEs where required. 

 

Figure 1. Illustration of named entity recognition 

3. PROPOSED METHODOLOGY 

3.1 Pre-Processing Prior to NER 

Generally, while writing any document, if any proper noun or common noun repeats itself, the document's 

writer replaces it with a pronoun. The pronouns hide some important named entities and their location within 

the documents. It therefore, makes the task of NER more challenging. Fortunately, there are many tools and 

techniques available in Natural Language Processing (NLP) to resolve pronouns. Coreference resolution is a 

technique for finding all the expressions referring to the same entity in a document (Mitkov, 2001). 

Researchers have been working on the Co-reference resolution problem since the late 1970s when Hobb's 

naïve algorithm was proposed. It is a rule-based algorithm that focuses on syntactical characteristics of 

language to capture the NEs present in the form of pronouns. Advancement of statistical and machine 

learning techniques in the early 1990s led to the development of several new methods for coreference 

resolution. Probabilistic techniques such as the Bayesian rule, decision tree and genetic algorithm were some 

of the early approaches used for pronoun resolution (Aone & William, 1995; McCarthy & Lehnert, 1995). 

The next stage of development was the neural network and deep learning based approaches – eliminating the 

dependency on handcrafted rules. These models were able to understand the semantic structure. Clark and 

Sumit Kumar Tiwari was born in Muzaffarpur, Bihar 

W1 W2 W3 W4 W5 W6 W7 W8 

Named Entity Recognition 

S = {W1, W2,….. W10} 

{I1, I2,….. IM) 

< W1, W2, W3, Person> Sumit Kumar Tiwari 

<W7, W7,Place> Muzaffarpur 

<W8, W8, Place> Bihar 
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Manning (2016) and Lee et al. (2017) have done some significant work in the area. Notably, Lee et al. (2017) 

have modelled end-to-end coreference resolution systems using character-level convolutional neural 

networks.  

Our work uses a state-of-the-art method to resolve the coreferences. It is the spanBERT method based on 

the concept of span, where each span is numerically embedded. These spans are useful in reducing the size of 

the coreference cluster, and the leftover span uses the transitivity principle to find out the co-referent  

(Lee et al., 2018). The SpanBERT Model is available in allenNLP pre-trained package. 

3.2 Finding Named Entities 

Coreference resolution ensures that each coreference (i.e. pronoun) of an NE in a document is replaced by the 

actual NE. Various methods are available for tagging each document word with its proper named entities tag. 

In recent years, deep learning-based methods gained quite a lot of popularity due to their high accuracy over 

various document contexts. The strength of deep learning algorithms is that they are pre-trained and use 

transfer learning methodologies to achieve higher accuracy and low biasedness (Kitaev & Klein, 2018).  

This current work uses the AllenNLP coreference resolution package for tagging NEs present in the 

documents. Internally AllenNLP uses ElMo, a sequence-to-sequence neural language model. Peters et al. 

(2018) have proposed ELMO representation with two layers of bi-directional language model.  

The forward language model predicts the future token based on past available tokens. The backward 

language model runs over the sequence in reverse order, predicting the previous token given its future 

context. Given the token sequence  the forward and backward model compute the sequence of 

probability of token tk.   

This, somewhat complex representation of the document has capability to capture both syntactical and 

semantic characteristics. Also, ELMo is a pre-trained deep bidirectional Transformer that works by jointly 

conditioning on both left and right context in all layers. It provides a lot of strength to the model for finding 

NEs accurately. 

3.3 Named Entities and Similarity 

It is therefore clear from the foregoing discussion that NEs contribute to the determination of a document's 

uniqueness. While there has been substantial research on finding textual similarity (Friburger et al., 2002), 

the specific role played by NEs has received only scant attention of researchers. 

3.3.1 NE Frequency Similarity 

Basic Concept: The existence of unique NEs and their frequency is a characteristic contributing to the 

uniqueness of a document. If two documents share a list of named entities it increases the similarity of the 

documents. Adding frequency to the context means that the documents not only share the same NEs but the 

NEs also occur in each of them in the same proportion. This increases the possibility of the documents being 

similar to a great extent. It will be clear with the help of a small example: 

Text 1: Mahatma Gandhi is the father of our nation. Gurudev Rabindranath Tagore had given him the title 

of Mahatama. 

Text 2: At one point in time, Gurudev Rabindranath Tagore gave the Mahatma title to Mohandas 

Karamchand Gandhi, who came to be popularly known as Mahatma Gandhi after that. 

It is clear from the above two pieces of text that they are very similar and carry almost the same 

information. In this example, Mahatma Gandhi, Gurudev Rabindranath Tagore, and Mohandas Karamchand 

Gandhi, that is two out of three NEs are common between the two pieces of text, with the exact frequency 

count.  

This example shows that documents sharing the same NEs with equal frequency counts must be similar or 

would at least be discussing the same topic. 
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Table 1. NE Frequency 

NE words Text-1 Frequencies Text-2 Frequencies 

Mahatama  1 1 

Mahatma Gandhi 1 1 

Gurudev Rabindranath Tagore 1 1 

Mohanddas Karamchand Gandhi 0 1 

Gurudev 1 1 

 

Euclidean distance suffers from high sensitivity to magnitudes (Xia et al., 2015). Due to this, information 

retrieval and related studies widely use cosine similarity (Rahutomo et al., 2015) to compare similarity of 

document vectors. Cosine similarity is the angle between two document vectors. It does not depend on 

magnitude. 

The cosine similarity between the abovementioned texts is 0.895, which is understandable because they 

share many NEs with compare frequencies. This illustrative example clearly shows that above mentioned 

concept will play a significant role in understanding the similarity between documents. 

3.3.2 NE Order Similarity 

Basic Concept: the last subsection shows the importance of NE frequencies in the determining similarity. 

Wang et al. (2016) discussed ranking the NEs in the document based on their importance. However, that 

previous work is only confined to web documents and uses a tripartite graph for understanding the NE rank 

based on “importance”. Want et al. (2016) did not leverage the order of occurrence of the NEs in the 

document.  

This work focuses on the Concept of the order of occurrence of the NEs within the documents. It will 

capture the order information of each NEs in a document and compare it with their order of occurrence in 

another document. The argument being that if two documents share the same NEs in the same order of 

occurrence, the possibility of them being similar is very high. It signifies both documents present context and 

concepts in the same order, and even the unique building blocks of the documents (i.e. NEs) are similar.  

It will be clear with the help of a small example: 

Text 1: Mahatma Gandhi is the father of our nation; Gurudev Rabindranath Tagore had given him the title 

of Mahatama. 

Text 2: At one point in time, Gurudev Rabindranath Tagore gave the Mahatma title to Mohandas 

Karamchand Gandhi, who came to be popularly known as Mahatma Gandhi after that. 

Table 2. NEs and their location in the documents 

NE words Location in Text-1 Location in Text-2 

Mahatama  15 11 

Mahatma Gandhi 1 24 

Gurudev Rabindranath Tagore 8 6 

Mohanddas Karamchand Gandhi 0 14 

Gurudev 8 6 

Table 3. NEs and their consecutive order in the documents 

NE words Order in Text-1 Order in Text-2 

Mahatama  4 3 

Mahatma Gandhi 1 5 

Gurudev Rabindranath Tagore 3 2 

Mohanddas Karamchand Gandhi 0 4 

Gurudev 2 1 
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Once again, for calculation of NE order similarity between two documents, cosine similarity is useful. 

The cosine similarity between the abovementioned examples is 0.714, which is understandable because they 

share most of the NEs in nearly the same order. This illustrative example clearly shows that the  

above mentioned concept will play a significant role in understanding the similarity between the two 

documents. 

4. EXPERIMENTS & RESULTS 

Dataset: For experimentation purposes, this work uses a set of four documents. Two are on Mother Teresa 

(Mohita, 2014; Panda, 2022), and the other two are news reports on the Djokovic vaccine controversy 

(Kershaw, 2022; Rajan, 2022). In order to avoid bias, all four document sizes are in the range  

of 1000-1200 words.  

Experimentation: In this work we have compared NEs between similar documents, i.e. between the two 

Djokovic news reports and between the two Mother Teresa documents, and dissimilar documents: one of the 

Djokovic reports with one of the Mother Teresa documents.  

Obtained Results: The results obtained on both similar and dissimilar sets reflect the cosine similarity of 

NE frequencies and NE order. The results shown in the tables below justify our hypothesis. The assumption 

was that similar documents would have a high value of NE frequency and order similarity, and dissimilar 

documents would have a low value of NE frequency and order similarity, which is what is observed from the 

entries in Table 4. Table 5 shows the corresponding cosine similarity between the same pairs of documents 

when the conventional measures Term Frequency (TF) and Term Frequency – Inverse Document Frequency 

(TF-IDF) are used. While, the cosine similarity values between the “similar” pairs are higher than those 

between dissimilar pairs, the differences between the similar and dissimilar pairs are significantly lower. 

Also, notably TF-IDF performs worse than even TF based similarity values. This is because TF-IDF, having 

been developed to discriminate between documents, loses all the common words, including the common NEs 

between them, (the IDF part evaluates to zero) which makes TF-IDF weak in measuring similarity. 

Table 4. NE Frequency and Order Cosine Similarity 

 Similar Documents Dissimilar Documents 

 Mother Teresa 1 Vs 

Mother Teresa 2 

Djokovic (BBC) Vs 

Djokovic (iNEWS) 

Mother Teresa 1 Vs 

Djokovic (BBC) 

Mother Teresa 2 Vs 

Djokovic (iNEWS) 

Frequency Similarity  0.964 0.675 0 0.0003 

Order Similarity  0.445 0.255 0 0.004 

Table 5. TF and TF-IDR similarity 

 Similar Documents Dissimilar Documents 

 Mother Teresa 1 Vs 

Mother Teresa 2 

Djokovic (BBC) Vs Djokovic 

(iNEWS) 

Mother Teresa 1 Vs 

Djokovic (BBC) 

Mother Teresa 2 Vs 

Djokovic (iNEWS) 

TF Similarity 0.413023 0.382043 0 0.005 

TF-IDF Similarity 0.27693711 0.26206084 0.03841347 0.08569649 

5. DISCUSSION 

NEs have the potential to uncover latent semantic characteristics present in the documents. The frequency 

and order meta characteristics of NEs can enormously impact information retrieval, textual similarity, text 

summarization, voice command identification, and many other application areas. Semantic similarity of texts 

using named entities is an under-explored area; NE frequency and order information help in the semantic 

understanding of the text. Available plagiarism detection software is based only on syntactical or lexical 

comparisons. A proper understanding of NEs and their meta-characteristics would help improve the 

effectiveness of plagiarism detection software. 
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This current work demonstrates the advantages of NEs over conventional TF or TF-IDF based similarity 

measures in understanding text. In this research experiments were conducted with the help of a limited set of 

experiments. A more extensive analysis is required over a large set of documents to analyze the proposed 

method's full potential and limitations. Natural language processing is an evolving area with interesting 

developments due to the advancement of deep learning techniques among others. Some recently proposed 

techniques for co-reference resolution and extraction of NEs have the potential to produce more accurate 

results. 

6. CONCLUSION 

The work presented in this article has demonstrated the potential of meta characteristics of NEs in 

understanding semantic similarity between documents. The work in its current form is restricted by the effort 

required due to manual calculations. The entire algorithm will be automated in the near future to run more 

comprehensive tests over a large set of documents of various sizes and types to establish the strength and 

robustness of our proposed method. 
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ANALYSIS OF CLAIM EXPRESSIONS IN JAPANESE 

ASSEMBLY MINUTES USING SENTENCE EMBEDDINGS 
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Ibaraki University, Japan 

ABSTRACT 

There are many expressions in bills included in the minutes of local assembly meetings that represent not only stances but 

also suggestions. These expressions are different for each party and member of the assembly to express their opinions. In 

this paper, we analyse the statements made by each party in the minutes of several local assemblies such as Tokyo, 

Osaka, and Ibaraki. Moreover, we analyse whether differences in the expression of opinion exist across areas using word 

frequency and sentence embeddings from BERT model on the minutes of several assemblies. The results of the 

experiments indicate that some specific opinion expressions tend to represent similar content. Moreover, we show that 

there are differences in the use of wording to express opposite stances between urban and local assemblies. 

KEYWORDS 

Stance Analysis, Claim Expressions, BERT, Claim Embeddings, Clustering 

1. INTRODUCTION 

In Japan, there are many assemblies, including the Diet, prefectural assemblies, and the assemblies of the 

various local governments. In these assemblies, a wide range of social issues are actively discussed by their 

members. The assembly minutes record discussions on these issues. However, reading the assembly minutes 

is time-consuming and it is difficult to understand these social issues being discussed. Therefore, we consider 

that it is important to effectively understand which stance each assembly member takes  

(e.g., agree or disagree) by extracting the statements made by all assembly members in the assembly.  

In this paper, we analyse the statements made by each party in the minutes of several local assemblies 

such as Tokyo, Osaka, and Ibaraki. In the Japanese assemblies, delegates from each party provide their 

opinions on the bills. When analysing opinions across these local assemblies, expressions of opinion in the 

statements tend to differ across different areas. However, it is difficult for existing methods using word 

frequencies to distinguish differences in the stances taken in the expressions of the opinions. Therefore, we 

analyse whether differences in the expression of opinion exist across areas using word frequency and 

sentence embeddings from BERT model on the minutes of several assemblies. 

2. ANALYSIS OF TOKYO METROPOLITAN ASSEMBLY MEETING 

PROCEEDINGS 

We conduct an analysis using feature expressions in the Tokyo Metropolitan Assembly. The analysis will 

deal with the statements of the Japanese Communist Party (JCP). The Communist Party has been consistently 

positioned as an opposition party for the past decades. Therefore, we consider that we can extract features of 

opinion more stably by targeting the negative stance of the statements of JCP members. 

2.1 Tagging of Content 

A topic label is assigned to a statement to identify which topic the statement belongs to. Even within a single 

response, many areas are discussed for or against. We divide the text into sections that address each of these 
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areas, and manually tag each section. Tags are roughly categorized by field, such as "medical," "education," 

and so on. For example, the following statement is tagged as the 'Olympic Games' label. 

次に、二〇二〇年東京オリンピック・パラリンピックについてです。五輪費用の削減の… 

(Next, I would like to discuss the Tokyo Olympics and Paralympics in 2020. The reduction of the cost of 

the Olympics...) 

2.2 Extraction of Characteristic Expressions 

We extract “characteristic expressions” from the statements. We manually extract the parts of the sentences 

tagged with “～することを求める。(～seek to ~ be)”、”～に反対する。(I am opposed to ~)“, etc., that 

are arguments or requests for each proposal as follows: 

東京五輪の選手村用地は、…直ちに全面公開するよう、改めて(厳しく求めるものです)。 

The same nouns and verbs are often used in these extracted feature expressions. In some cases, they are 

used in exactly the same way, while in others, there are differences in the words before and after.  

We investigate whether there are differences or characteristics in this usage. 

2.3 Sentence Embeddings of Statements and Clustering 

For each statement sentence extracted in the previous section, we use a pre-trained BERT model to derive a 

sentence embedding from the input sequence. We make use of the “反対(opposite)” word token's output 

vector as a sentence embedding. For the obtained embeddings, we use the k-means clustering to obtain 

clusters. From the results, we also classify the tags that were added in advance and investigate whether the 

content of the utterance has any characteristics.  

2.4 Comparison of Clusters between Different Assemblies 

The characteristics of each word obtained using the minutes of the Tokyo Metropolitan Assembly 

proceedings will be compared with those of statements made in the assemblies of other prefectures.  

For comparison, we will focus on the assemblies of Osaka Prefecture, Japan's second largest city, and Ibaraki 

Prefecture, a regional city. In Ibaraki, the Communist Party is the largest opposition party, as is the case in 

Tokyo, so we focus on the Communist Party's statements. In the Osaka assembly, the Liberal Democratic 

Party (LDP) is the largest opposition party, so we will focus on this statement and make a comparison.  

For each assembly, tagging and feature expression extraction are performed as in 2.1.1 and 2.1.2, and as in 

2.1.3, the words used in the feature expressions and the vectors of whole sentences are obtained. This will be 

used to make comparisons with the Tokyo Metropolitan Assembly. 

3. EXPERIMENTAL RESULTS USING THE MINUTES OF THE TOKYO 

METROPOLITAN ASSEMBLY 

In this section, we use the method described in the previous section to analyse the statements of the JCP. As 

experimental data we use the statements of the JCP in the plenary proceedings of the Tokyo Metropolitan 

Assembly from 2000 to 2020. For the set of input sentences, we obtain the clustering results of the word 

vector of the word '反対(opposite)' in the input sentences and the clustering results of the embeddings in the 

sentences containing the characteristic expressions using BERT, and analyse whether the words and 

expressions used in the sentences in each cluster have features. 
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Table 1. The labels of the sentences belonging to each cluster and its frequency 

 

 

Table 2. Characteristic Expressions Included in each Cluster and Their Frequency 

 

Table 3. Characteristic words in the “opposite” word vector 

 
 

Table 1 shows the labels of the sentences belonging to each cluster obtained from the word vector of the 

word “反対(opposite)”. Comparing the word and sentence vectors, the representation of "するものです" 

was similarly distributed in both the word and sentence vectors. Table 1 shows that the same labels can be 

found in the multiple clusters. Therefore, there are no features representing content in the clusters. Table 2 

shows the characteristic expressions included in each cluster and their frequency. From Table 2, 

characteristic expressions “反対するものです”, “反対です” and “反対します” are frequently used in the 

Tokyo Metropolitan Assembly. This result indicates that “反対です” and “反対であります”, which express 

opinions more directly, tend to belong to the same cluster. Table 3 shows the top five words with the highest 

TFIDF in the sentences included in each cluster. Table 3 indicates that the NCP expresses a direct opposition 

stance on topics such as local redevelopment and renewable energy. 

4. COMPARISON OF CLAIM REPRESENTATION BETWEEN LOCAL 

ASSEMBLIES 

In analysing the characteristics of the Tokyo Metropolitan Assembly, a comparison will be made with the 

Osaka Prefectural Assembly and the Ibaraki Prefectural Assembly. Comparisons will be made for Tokyo and 

Ibaraki, and for Tokyo and Osaka, respectively, with respect to “反対(opposite)” using cosine similarity.  

The word vectors are also calculated for Osaka and Ibaraki as in Section 2. 

 

 

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 

地域:0.325418 
整備:0.325418 
開発:0.290582 
再生:0.216945 
可能:0.216945 

立場:1.000000 
うたい文句:0.000000 
すべて:0.000000 
まち:0.000000 
やり方:0.000000 

立場:0.239666 
予算:0.198944 
中央:0.198039 
卸売:0.198039 
大学:0.198039 

開発:0.237000 
今回:0.235922 
地下:0.235922 
投資:0.235922 
重要:0.235922 

教育:0.259043 
管理:0.259043 
後退:0.194282 
知事:0.194282 
行政:0.194282 
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4.1 Data Set 

In the experiment, we use the minutes of the Tokyo Metropolitan Assembly (2000-2020)  

(Kimura et al. 2020), the Ibaraki Prefectural Assembly (2011-2020) and the Osaka Prefectural Assembly 

(2012-2020). 

4.2 Experimental Results 

In the experiment, Tables 4, 5 and 6 show the similarity of claim expressions between Tokyo and Osaka, 

Tokyo and Ibaraki, Osaka and Ibaraki respectively. Table 4 shows that the similarity between Tokyo and 

Osaka exceeded 0.8 for about 84% of the claimed expressions. Therefore, the result shows that Tokyo and 

Osaka use similar expressions to express opposite stance. Tables 5 and 6 show that about 42% of the claim 

expressions in Tokyo and Ibaraki, and about 44% in Osaka and Ibaraki, had a similarity exceeding  

0.8. Therefore, the results show that in Ibaraki, the opposite stance is expressed in somewhat different 

expressions compared to Tokyo and Osaka. These results suggest that there are differences in the use of 

wording to express opposite stances between urban and local assemblies. Therefore, we consider that we can 

analyse opinions from the minutes more effectively by using this analysis method to capture these differences. 

Table 4. The similarity of claim expressions between Tokyo and Osaka 

1~ 0.9~0.8 0.8~0.7 0.7~

number 31 336 68 2

ratio 7.09% 76.89% 15.56% 0.046%
 

Table 5. The similarity of claim expressions between Tokyo and Ibaraki 

1~0.9 0.9~ 0.8~0.7 0.7~

number 10 454 525 115

ratio 1.01% 41.46% 45.90% 11.63%
 

Table 6. The similarity of claim expressions between Osaka and Ibaraki 

1~ 0.9~0.8 0.8~0.7 0.7~

number 12 351 363 91

ratio 1.47% 42.96% 44.43% 11.14%
 

 

5. CONCLUSION 

In this paper we analyse the statements made by each party in the minutes of several local assemblies such as 

Tokyo, Osaka, and Ibaraki. Moreover, we analyse whether differences in the expression of opinion exist 

across areas using word frequency and sentence embeddings from BERT model on the minutes of several 

assemblies. The results of the experiments indicate that some specific opinion expressions tend to represent 

similar content. Moreover, from the results of analysis of the statements made by each party in the minutes of 

several local assemblies such as Tokyo, Osaka, and Ibaraki, there are differences in the use of wording to 

express opposite stances between urban and local assemblies. Therefore, we consider that we can analyse 

opinions from the minutes more effectively by using this analysis method to capture these differences. 
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ABSTRACT 

The daily life of most of today's society is intertwined with misinformation and social media. Fake news can pose a 

significant threat. Social media offer space for spreading misinformation, so it is important to continuously monitor and 

analyse them. The purpose of this article is to identify the presence of the most common themes of misinformation in 2022 

listed on the Facebook page of fact-checking website FactCheck.org. The paper reveals the character of the news by 

analysing 322 Facebook page posts and their reactions, comments, and shares. This makes it possible to better understand 

which topics resonate most with the tens of thousands of followers of this page. The results summarise the thematic areas 

and people’s reactions to one year of fake news and show which topics can have the greatest social impact and are therefore 

important to monitor in the future. The findings can be useful for targeting the activities of fact-checking sites,  

for journalists, media, and government representatives to base their statements and speeches more often on evidence-based 

information. 

KEYWORDS 

Misinformation, Fake News, Social Media, Content Analysis, Facebook, Users' Reactions 

1. INTRODUCTION 

Information technologies help people all over the world every day. However, they also have their dark sides. 

One of them represents the simplicity of the creation of misinformation and its ultra-fast online dissemination. 

Their controlled dissemination can have disastrous consequences for society and the government (Muhammed 

& Mathew, 2022; Rapp & Salovich, 2018). Therefore, any initiatives and projects supporting the verification 

of information and coming to people with facts are essential. Fact-checking teams attached to media companies 

can assemble audiences vastly exceeding most independent fact-checkers reach (Graves & Cherubini, 2016). 

Many researchers are into the topic of fake news in the context of fact-checking websites (Al-Zaman, 2021; 

Brennen et al., 2020). Misinformation is characterized as inaccurate or false information that is spread 

intentionally or unintentionally. Misinformation can be represented by rumours, conspiracy theories, hoaxes, 

propaganda, misleading or edited content, social media bots or false news stories. It can be disseminated 

through various channels, such as social media, word of mouth, traditional media, or other communication 

channels. 

One of the channels where fake news can spread quickly is social media (Luo et al., 2021). Social media 

has evolved too quickly to have sufficiently effective control mechanisms to prevent dangerous information. 

Fortunately, the situation has been improving in recent years, and artificial intelligence is also helping control 

fake news (Landon-Murray et al., 2019). The study aims to answer the following research questions  

(all of them regarding the year 2022). 

RQ1: What were the dominant themes of misinformation on the FactCheck.org Facebook page? 

RQ2: Which reactions were used by Facebook users regarding misinformation news? 

RQ3: Which posts were the most commented and the most shared? 
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The paper is divided into five sections. The introduction gives a broader overview of the types of 

misinformation and the importance of analysing them on social networks. The next two sections describe the 

used methods and the emerging results of the study. These are subsequently put into the literature context in 

the discussion section. Finally, the paper addresses the results regarding the research objectives and suggests 

possible next steps. 

2. RESEARCH METHODS 

The data for this study was collected from the Facebook page of fact-checking website FactCheck.org. There 

are different reasons why the Facebook page of this website was chosen. It has around 836.000 followers and 

it is considered unbiased in the United States. FactCheck.org became the inspiration for other European projects 

dedicated to fact-checking statements by politicians (Graves & Cherubini, 2016). The goal of FactCheck.org 

is to monitor the factual accuracy of what is said by major United States political players in the form of TV 

ads, debates, speeches, interviews and news releases. From 2014-2019, FactCheck.org won the Webby Awards 

(the “Oscars of the Internet”) from the International Academy of Digital Arts and Sciences for being the best 

Politics site. In recent years, the organisation's work has been recognized with other prizes, among others: 

Sigma Delta Chi fact-checking awards (in 2019 and 2020) for their in-depth stories about claims made by 

former President Donald Trump and the Media Consumer Excellence Award (in 2022) for their commitment 

to monitoring and reporting on the factual accuracy of what political figures say or espouse  

(FactCheck.org, 2023). 

Facebook posts containing overshared articles from websites from 1st January to 31st December 2022 were 

analysed. The data set was composed of 412 posts of which 90 did not refer literally to fake news or were 

irrelevant. It was either a summary report, general information or discussion (SciCheck Talks). FactCheck.org 

sometimes publishes the same posts bilingually in English and Spanish, only those published in English are 

included in the analysis. On the other hand, posts with updated news published the second time remain in the 

data set because the article has been modified. However, there are not too many such cases. The final sample 

contains 321 posts mentioning the title, and a short description of the fake news with a page link to the original 

article. Excel was chosen as a sufficiently satisfactory analytical tool, which provides all the necessary 

functions for the chosen research method. 

The authors coded misinformation articles using the qualitative content analysis method to build 

meaningful theme categories and map Facebook users' reactions. The analysis consists of familiarising with 

data, generating initial codes, searching for themes and reactions, reviewing, defining and naming, and 

producing the report (Braun & Clarke, 2006; Zhou et al., 2022). Articles are coded separately and they are 

assigned one theme according to dominant expressions of the fake news and coders’ intuition. Different types 

of reactions and forms of engagement reflect the total numbers of A. Likes, B. Shares, and C. Comments. 

Posts’ likes are additionally divided into seven possible reactions according to the meaning of the emoticons: 

A.I Like, A.II Love, A.III Haha, A.IV Wow, A.V Care, A.VI Sad, A.VII Angry. 

3. RESULTS 

FactCheck.org published 1.13 posts per day in 2022. Following an iterative coding technique, the authors found 

four main thematic areas of misinformation news: politics, COVID-19, the war in Ukraine, and miscellaneous. 

The ratio of individual areas is: 36.4% politics (117 posts), 25.9% COVID-19 (83 posts), 7.2% war in Ukraine 

(23 posts), and 30.5% miscellaneous (98 posts). Miscellaneous could be divided into smaller thematic areas 

like election 2022, immigration, economy (taxes, budget), abortion, climate change/global warming, guns/gun 

violence, and Medicare/social security, about which fake news was dealt with most often. Each article on the 

website also contains tags, according to which topics can be sorted based on other areas (month, people, issue, 

location). Graph 1 shows the distribution of posts themes by month with the evenest presence of COVID-19 

articles. 
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Graph 1. Fact-checking in 2022: FactCheck.org posts themes by month 

Overall, the posts got 63,595 likes (198 on avg. per post), and 67,058 comments (209 on avg. per post) and 

they were shared 21,032 times (66 on avg. per post). As expected, A.I Like was the most common interaction 

displayed in the analysis of our sample. It was given 39,854 times in 2022. Likes are followed by the reaction 

A.III Haha with occurrences of 10,377 and A.VII Angry with occurrences of 9,186. Almost the same frequency 

values are reached by reactions A.IV Wow (1,758 times) and A.VI Sad (1,320 times). Facebook users use the 

least frequent reactions A.II Love (706 times) and A.V Care (394 times) in case of misinformation posts on the 

FactCheck.org Facebook page.  

The majority of posts are dominated by reaction A.I Like, but in some cases reactions A.III Haha and A.VII 

Angry are used more. The greatest preponderance of A.III Haha reactions were caused by the news: 1. Crude 

Oil Prices Down Due to Recession Fears, Contributing to Lower Gasoline Prices; 2. Viral Video Spouts 

Baseless Claim About Early Voting in Arizona and 3. Trump Rally Photo Is From 2020, Not Recent Wisconsin 

Rally, as Social Media Posts Claim. On the contrary, Facebook users were mostly angered by fake news: 1. 

Ted Nugent Posts Fake Headline, Claim About Sotomayor’s Health; 2. GOP Ads Use Outdated Federal Report 

to Attack Democrats on ‘Higher Taxes’ and 3. What Happens if Roe v. Wade Is Overturned? With an absolute 

preponderance of 20,529 comments, the most commented and most shared post was 1. Democrats Misleadingly 

Claim ‘Republicans’ Plan’ Would ‘End’ Social Security, Medicare (highest number of reactions - 5,700).  

Other important topics for the long discussion and sharing were: 2. Social Media Claims Misrepresent Election 

Software CEO’s Arrest and 3. Sorting Out the Partisan Tax Spin on Inflation Reduction Act. 

4. DISCUSSION 

Different studies divide fake news into several different categories. Common categories of misinformation are: 

Health Misinformation (health and medical topics), Political Misinformation (politics and government), 

Financial Misinformation (finance, investing, or economics), Scientific Misinformation (climate change or 

evolution), Social Misinformation (racism, gender identity, or social justice), Historical Misinformation 

(historical events or figures). The study findings show that most of the misinformation on the FactCheck.org 

Facebook page was connected to politics and COVID-19 in 2022. Many researchers deal with the connection 

between fake news and COVID-19 (Al-Zaman, 2021; Caceres et al., 2022; Kim & Tandoc, 2022). Caceres  

et al., 2022 want to increase awareness of the negative impact of misinformation on the pandemic and highlight 

the need to prevent the dissemination of misinformation. Interactions with false content on Facebook have 

dropped dramatically. Have also risen on Twitter. Still, lots of people continue to click on, comment on, like 
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and share misinformation (Allcott et al., 2019). In 2022 fake news spread widely on social media. Evon (2022) 

mentions as frequent areas of misinformation topics like Russia’s invasion of Ukraine, Anti-vaccination 

falsehoods, Election fraud allegations, Economic conspiracies, Faked multimedia, Fake litter boxes and  

anti-transgender claims and Flat Earth and climate-change lies. 

The study brings with it some assumptions and limitations. The thematic analysis divided the articles into 

four general categories. News often contained a combination of different themes. In these cases, the authors 

selected the prevalent one or assigned a category miscellaneous. The most difficult process was to differentiate 

between the categories of politics and miscellaneous which could be widely discussed. However, the topic of 

COVID-19 and the war in Ukraine was mostly unambiguous. By definition, a certain political aspect could be 

observed in the majority of posts. Categorization is influenced by the researchers' experience and judgement. 

The results of the study provide basic insights for the future development of the topic by segmenting the main 

categories into subcategories. The information overview could be used as a basis for the application of specific 

methods and the incorporation of theoretical approaches. The issue of summing different types of A. Like 

reactions (A.I-A.VII) occurs for posts where there are more than 1,000 reactions. While the exact number of 

B. Shares, and C. Comments can be displayed on Facebook from the user's account, reactions A.I-A.VII above 

1000 is displayed in a rounded form. Therefore, the data consists of raw numbers (e.g. 1.2K is counted as 

1,200). The number of reactions and their combination can be influenced by several factors. In terms of the 

type of reaction when you click on A. Like, A.I Like is automatically given, therefore this reaction usually 

prevails. The number of reactions is then affected by different factors such as the date and time of  

post-publication, its description, used photo/graphics/video, events in the world etc. The psychology of 

Facebook reactions is very complex, as they are influenced by a range of factors, including personal emotions, 

cognitive biases, and social norms. Results are based on reactions by the followers and fans of the 

FactCheck.org Facebook page. Although they do not apply to the entire company, they are related to a 

significant group of individuals representing fact-checkers. 

5. CONCLUSION 

The paper provides findings regarding misinformation on the FactCheck.org Facebook page in 2022. It shows 

the development of four thematic areas over time: politics, COVID-19, the war in Ukraine, and miscellaneous. 

The number of mapped reactions draws attention to the reach and importance of fact-checking websites and to 

the fake news that is perceived as the most fundamental. Sharing is of great importance in this case as well as 

commenting options offer sometimes good space for an open discussion. People mostly reacted to the news 

regarding politics. The post that was most commented on and most used by users was related to the  

2022 election, Medicare, and social security. 

Studies of misinformation are important for several reasons. They can help protect the public, preserve 

democracy, improve communication, and advance science like psychology, sociology, and communication 

studies. Fake news and social media are closely intertwined, as social media platforms have become key drivers 

of the spread of misleading information. They can become a great tool to mitigate the negative effects of 

misinformation and promote truthful and reliable information. 

The contribution of this study lies primarily in the fact that it is one of the first evaluations analysing the 

fake news of fact-checking social media page in the whole year 2022. Secondly, users’ reactions can point to 

interesting connections with users’ perceptions of the news. The general findings provide many possibilities 

for future research. The field of fact-checking and misinformation research is very broad, which makes it 

possible to follow up on it in several ways. Research on different types of comments and their meaning could 

be incorporated into the analysis of posts. A follow-up paper could provide extensions to other fact-checking 

websites, e.g. PolitiFact which focuses on investigating specific statements made by politicians and rating them 

for accuracy (PolitiFact, 2023). An interesting finding would be a geographical comparison with other 

countries' websites on different continents. Last but not least, the area of research could be extended to other 

social networks like Twitter and Instagram which are used by different social and age groups. 
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ABSTRACT 

Digital technologies have had an innovative impact on healthcare and medicine. In order to grow the serious games for 

healthcare (SGHs) market, it is necessary to identify issues related to the establishment and operation of a distribution 

platform. In particular, a platform strategy needs to distribute efficiently and effectively SGHs by participating various 

stakeholders such as game developers, consumers (patients), medical experts, and government officials. Therefore, this 

study presents a distribution platform called CyberPharmacy as a strategy necessary to establish and operate a SGHs 

distribution platform. 

KEYWORDS 

CyberPharmacy, Serious Games for Healthcare, Digital Therapeutics (DTx), Distribution Platform, Hyper-Personalization 

1. INTRODUCTION 

The term serious game began in 1970 with the book “Serious Games” by sociologist Clark C. Abt (Abt, 1970), 

who defined serious games as ‘games whose main purpose is education, not play and pleasure for users’. Since 

then, the applied area of serious games has expanded not only to the field of education but also to military, 

healthcare, and business. Serious games for health (SGHs) are categorized by a set of users such as personal, 

professional, research/academic and public health cross related with a set of serious games objectives including 

preventive, therapeutic, assessment, education, and informatics. (Wattanasoontorn et al., 2013).  

Recently, digital therapeutics (DTx) is emerged as a new therapeutic approach for the prevention 

management, or treatment of chronic, behaviour-changeable diseases (Kim & Choi, 2021). DTx is “an 

evidence-based therapeutic intervention using high-quality software programs to prevent, manage, or treat a 

medical disorder or disease” (DTA, 2020). DTx is implemented in various forms, such as applications, virtual 

reality, and chatbots, as well as (serious) games. The medical paradigm shift triggered by the FDA’s DTx 

approval and rapid development of digital technologies such as extended reality (XR), artificial intelligence 

(AI), big data, machine learning (ML) and 5G networks are leading digital healthcare innovation. 

In order to grow the SGHs market, it is necessary to identify issues related to the establishment and 

operation of a distribution platform. In particular, a platform strategy needs to distribute efficiently and 

effectively SGHs by participating various stakeholders such as game developers, consumers (patients), medical 

experts, and government officials. Therefore, this study presents a distribution platform called CyberPharmacy 

as a strategy necessary to establish and operate a SGHs distribution platform. 

2. RELATED WORK 

2.1 Comparison between Serious Games for Health and DTx 

Based on the primary commercialization approach (Gautam et al., 2020), SGHs can be divided into three types: 

DTC, OTC, and Rx. First, there are direct-to-consumer (DTC) SGHs. The DTC type refers to serious games 

for health that consumers can choose and use without going through the hands of doctors or pharmacists. The 
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DTC type covers a wide range of general health and wellness concepts as opposed to specific indications. The 

second type is the over-the-counter (OTC) SGHs. The OTC type means serious games for healthcare that are 

not prescribed by a doctor, but can be handed over to a patient at the judgment of a pharmacist. In other words, 

although approval from the Ministry of Food and Drug Safety in Korea is not required, SGHs belonging to the 

OCT type can be used to retain clinical data, help manage diseases, or optimize medication. Finally, it is a 

medical prescription (Rx) type of SGHs. The Rx type is a cure for disease, which should be used according to 

the degree of disease and may have serious side effects, so it is illegal to medicate, prescribe, use these SGHs 

without a doctor’s prescription. 

In general, SGHs are distributed through games developers, publishers, and distributors and delivered to 

consumers. Given the aforementioned commercialization approach of SGHs, it can be classified in the type of 

DTC. However, after EndeavorRx® was first approved by the FDA, a lot of SGHs have been developed in the 

form of Rx. In the future, Rx-type SGHs are expected to increase through government approval. In addition, 

SGHs in the type of DTC and OTC and SGHs in the type of variants are expected to increase rapidly, and the 

market size of SGSs is expected to be growing sharply. 

2.2 Healthcare Paradigm Shift 

Tarakji et al. (2020) suggested that digital technologies have had an innovative impact on healthcare and 

medicine. Traditional models required collaboration between doctors, scientists, and industries to create drug 

therapy or device therapy, and to undergo comprehensive testing and clinical trials before physicians could 

apply it directly to patients. Recent emerging models follow the process of innovative companies developing 

products, presenting them directly to consumers, and introducing some FDA-approved products to the medical 

community. With the new model, doctors and healthcare providers often find themselves on the receiving end 

and realize that they cannot keep up with technological advances. In the case of the DTC-type SGHs, its 

effectiveness has been verified based on data obtained while using the SGHs and has emerged as a new way 

to enter the medical community. 

According to Goldsmith et al. (2022), the paradigm shift in healthcare can be summarized as follows. First 

of all, AI and ML will lead the current human-driven drug screening and development in the future, and human 

capabilities will be dramatically expanded by utilizing these technologies. Second, medication is now often 

prescribed to everyone in a one-size-fits-all manner, and patients are left to mass market therapeutics. However, 

in the future, personalized treatment optimized by developing genome sequencing, precision dosing, and data 

analytics will be possible. In addition, advances in these technologies will help patients save money and 

optimize their healthcare systems. Finally, prevention, detection, and treatment of diseases are currently 

managed preferentially through episodic in-person consultations for patients. In the future, however, healthcare 

will take advantage of the accessibility provided by technology. Health risks can be proactively analysed using 

DTx, genomics, ML, and telehealth. Keywords for future healthcare can be summarized as (1) technology  

(ML and AI), (2) personalization and optimization, and (3) accessibility. 

3. CYBERPHARMACY MODEL 

CyberPharmacy is a distribution platform for SGHs. The participants of the SGHs may vary for each 

distribution stage according to the type of DTC, OTC, and Rx. For example, Rx-type SGHs are diagnosed by 

a physician, but in the case of a DTC, the consumers (patients) are diagnosed by themselves. SGHs are more 

likely to be selected through recommendations by AI as well as medical experts such as doctors and 

pharmacists based on the actual effects and data experienced by consumers (patients) after SGHs use rather 

than being verified for safety and effectiveness by the government such as FDA. Therefore, beyond the stages 

of research/development, approval, manufacturing, distribution, and consumption of traditional medicines, the 

development of SGHs and the use of consumers (patients) will evolve into a method of applying them to the 

pharmaceutical community. 

CyberPharmacy is a multi-sided distribution platform involving various stakeholders such as medical 

experts, game developers, consumers (patients), and pharmaceutical companies. As shown in Figure 1, the 

distribution process goes through diagnosis, prescription, design, computing, personalized SGHs, and remote 

monitoring. It is noteworthy here that SGHs allow consumers (patients) to have an optimal medical experience 
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through remote monitoring. In addition, intelligent recommendation systems and diagnostic systems using AI 

and ML may be applied to lead to full cusomizaiotn and optimal health coutcomes. The data collected through 

these monitoring can be used to optimize the current state of the consumers (patients) as well as to provide 

SGHs that are highly effective to other consumers (patients). 

 

 
Figure 1. Cyberpharmacy process model 

4. CONCLUSIONS 

CyberPharmacy plays the following role as a distribution platform. First, CyberPharmacy integrates the 

knowledge of various stakeholders such as medical experts, game developers, consumers (patients), and 

pharmaceutical companies to provide services ranging from the development of SGHs components and 

modules for diagnosis, prescription, designing, compounding, and remote monitoring. Second, 

CyberPharmacy can provide full customization through hyper-personalization, which is an advanced and  

real-time customization of offering, content and customer experience at an individual level. Third, experiential 

knowledge can complement mechanisms that can provide various services in real time and streamline 

governance. As customized services are developed, diagnosed, prescribed, designed, and used through 

CyberPharmacy, learning occurs, and data related to CyberPharmacy operation are accumulated through this 

experience. By analysing and utilizing the data, it is possible to supplement the current maintenance mechanism 

and streamline governance. 
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ABSTRACT 

This project provides an overview of new ways to represent data combining patient access and Medical Images (DICOM) 

information, advanced use of medical imaging metadata and the process to anonymize the personal health information 

contained to facilitate medical research.  
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1. INTRODUCTION AND OBJECTIVES 

Data is the world’s most valuable resource and it is possible to find data everywhere. In medical images, data 

covers not only gigapixel images, but also metadata and quantitative measurements (Aiello et al. 2021). 

DICOM (Digital Imaging and Communications in Medicine) is a clear source of medical data, since it is the 

current standard for storing and transmitting medical images (Aiello et al. 2021) and related information 

(Savaris et al. 2014); this means it contains raw data imaging and all metadata related to the procedures of 

image acquisition and curation (Aiello et al. 2021). 

Idonia is a medical imaging exchange platform that facilitates the collection, storage, delivery and 

visualization of medical images for medical centers, professionals and patients. Over 200 million medical 

images (DICOM) have been processed and delivered up to today; with them, a necessity arose: this was 

studying the medical data contained in them in order to see if any conclusions could be drawn from such 

examination. This was possible thanks to a service called Magic Link, a tool to deliver medical images to 

patients that replaces the use of CD/USB, which simplified the process of accessing the data. 

So the purpose and objectives of the internal research project were basically two: 

• Analyze that the metadata contained into the DICOM images is valuable data with concreate patient 

related information. 

• Demonstrate that DICOM metadata and medical reports can be processed and anonymized to facilitate 

clinical research and collaboration between organizations.  

2. DATA LAKE FOR MEDICAL IMAGING ACTIVITY 

DICOM is the current standard for storing and transmitting medical images (Aiello 2021) and it is defined as 

the international standard for medical images and related information. It was originally developed by the 

American College of Radiology (ACR) and the National Electrical Manufacturers Association (NEMA) 

(Savaris et al. 2014). Its first publication, in 1993, revolutionized the practice of radiology, allowing the 

replacement of x-ray film with a fully digital workflow (Aiello et al. 2021).  

The DICOM standard comprises a set of specifications regarding structure, format, and exchange protocols 

for digital-based medical images. In other words, it defines the formats for medical images that can be 

exchanged with the data and quality necessary for clinical use (Aiello et al. 2021). This means it contains raw 
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data imaging and all metadata related to the procedures of image acquisition and curation (AAPM 2008).   

DICOM images consist of textual metadata (Kathiravelu et al. 2021); in fact, a DICOM file contains both 

the image and a large variety of data in the header (Aiello et al. 2021). Physically, the content of a DICOM file 

can be seen as structured at the data element level (Savaris et al. 2021), which means that the information 

recorded on the file are the attributes; these shall be ordered by increasing data element tag number and shall 

occur at most once in a data set (Aiello et al. 2021).  

After two years of research, we created the Data Lake under an R&D project supported by the CDTI (Centro 

para el Desarrollo Tecnológico Industrial) from the Ministry of Science and Innovation of Spain. The purpose 

of this tool was to analyze all the information provided by the clients –hospitals at most– to provide them with 

relevant and new information about their own data and also to facilitate a way to analyze, process, anonymize, 

extract and exchange data in a legal way to facilitate clinical research and collaboration.  

So, the data lake metadata information was created with standard data warehouse techniques based on cloud 

computing (ETLs, Bigquery and Google Cloud). The datalake was containing the metadata information 

combined with the accessibility information, who has accessed the images obtained from Idonia Magic Link 

functionality.  

The Data Lake obtains and analyses some relevant information from DICOM metadata:  

 
Figure 1. DICOM Metadata analyzed by Data Lake 

The first analysis was done around medical imaging activity combined with some information stored in 

DICOM images, such as the imaging technique, manufacturer of the medical device, the patient’s body part 

examined and modality of study, etc. This information was shared with clients via the development of a 

command center functionality that went beyond traditional dashboards: it also contained access information 

from both professionals and patients. 

 

 

Figure 2. Example of information from patients accessing their medical studies 
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It was also possible to generate a medical device activity map, that provided some useful information about 

medical devices, generated information, their activity and remote access to their generated content. 

 

Figure 3. Example of information from medical devices 

2.1 Data Analytics Around Radiation 

In the first objective of the research, we analyzed several DICOM Metadata Tags willing to encounter valuable 

concrete medical information that is relevant and is normally out of the scope of a traditional Electronic Medical 

Record. The radiation information contained in the DICOM Images was capturing our attention.  

After years of studying medical related information, it was found that the most relevant data relied on 

radiation dose parameters, and from this, the idea of developing a digital tool to analyze radiation-related data 

originated. 

In the current defined Directives and Regulations, no limits on the radiation dose are stipulated for patients 

undergoing diagnostic nor treatment procedures. There is proof that ionising radiation has direct implications 

in human health (ICRP 1990), which is why measures need to be taken as soon as possible.  

These actions start with being able to quantify the radiation received by a patient in studies over time, which 

can be done by means of a DICOM dataset of metadata. With the available DICOM data, it is possible to 

quantify radiation with the effective dose, a parameter that serves as a dose descriptor (AAPM Report 2008).  

The purpose of this research part of the project (Sorrell et al. 2022) was to extract and analyze the data and 

compare it with the SEPR (Sociedad Española de Protección Radiológica) and the ICRP (International 

Commission on Radiological Protection) recommendations. The result of this is differently 

structured/organized data sets, which makes data analysis a complex challenge. Since the information is 

valuable, different techniques can be applied in order to collect that information. 

The imparted ionising radiation to a patient has always been the main concern in radiology, since there is 

substantial evidence of adverse effects due to radiation exposure. The process of ionization that occurs when 

imparting radiation to a patient changes atoms and molecules and may sometimes damage cells (ICRP 1990).  

The European Council Directive 2013/59/EURATOM, of 5 December 2013, establishes uniform basic 

safety standards for the protection of the health of individuals subject to occupational, medical and public 

exposures against the dangers arising from ionizing radiation. It defines medical exposure as the exposure 

incurred by patients in order to be diagnosed or treated of any disease. In disparity with the dose limits for 

professional workers and the public in both occupational and public exposures, neither the Directive nor any 

of the Spanish Regulations establishes any limits on patient dose. In fact, in Article 6.1, it says that the 

radiological protection of the exposed patient will be optimized in order to keep the individual doses as low as 

reasonably possible (ALARP). Article 6.2 follows up with this and establishes that, in medical exposures, dose 

restrictions will only apply with respect to the protection of caregivers and volunteers involved in medical or 

biomedical research. 

Let’s take Computed Tomography (CT) as an example. CT scans consist of a computerized x-ray imaging 

procedure in which a narrow beam of x-rays is aimed at a patient and quickly rotates around the body. 

CT images are based on the different x-ray absorption rates of the various organs of the human body, which 

is why it provides both good soft tissue resolution (contrast) as well as high spatial resolution  
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(Zhanli et al. 2009). To ensure the best resolution, the dose imparted must be considerably high; in fact, the 

dose levels imparted in CT exceed those from conventional radiography and fluoroscopy and the use of CT 

continues to grow, often by 10% to 15% per year, which leads to a discussion of radiation risk versus medical 

benefit (AAPM Reports 2008). At the end of the day, what matters are the long-term repercussions of radiation 

exposure, which is why the American Association of Physicists in Medicine (AAPM) has defined several dose 

parameters to provide guidance on reasonable CT dose levels on routine examinations (AAPM 2008).  

3. PROCESSING DICOM METADATA AND MEDICAL REPORTS FOR 

RESEARCH PURPOSES 

The research organizations need real medical content in order to analyze the information and be able to cross 

data, build AI models or medical research. Idonia has been creating a relevant database of medical images  

(200 millions) combined with access information from patients and doctors. This allows to profile patients and 

medical devices and brings interesting information that can be analyze or combined with a medical data 

warehouse to complement and cross more information.  

The Medical information is a high-level protected information by all country regulations (GDPR in Europe, 

HIPAA in the United States). So, in order to be able to facilitate a data lake that can be used for researchers or 

collaboration purposes between organizations, it has to be properly anonymized / de-identified.    

Once the Data lake was created, the second step was to create a tool to search and navigate on the data lake 

and build the processes to anonymize data and process.  

 
Figure 4. Tool to search for medical images on the DICOM Metadata Data Lake 

The information associated to medical images is normally containing a DICOM structure (metadata and 

images) and medical reports (normally PDFs). The process of data manipulation the data was divided in two: 

- DICOM Anonymization: through tag morphing techniques and ID Hash (tag removal, tag redaction, 

tag shifting) combined with PixelData De-identification in case image has printed data on it. 

- Reports in SR, PDF, TXT format conversion, identification and removal of sensitive data, translation 

in multiple languages (to facilitate international research initiatives) exporting a de-identify and translated 

report.  

The process took around 8 months to be implemented with double processed in some cases to ensure 

personal data is not involved. Techniques used for all the processes were OCR, Reports Translation, Tag 

removal, Hashing, data loss prevention, pixel data analysis. 
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4. CONCLUSION 

The delivery of medical images in a secure and efficient way is a necessary functionality up to date, and 

specially patients are taking benefit from it. Accumulating those delivered images in a cloud infrastructure, 

analyze the data generated around them may bring great benefits for the medical centers to better understand 

their patient profiling and medical activity and promote research. An infinite loop of value is created.  

DICOM files contain both the image and a large variety of metadata. This metadata provides valuable 

information for many different applications, including a radiation-related study. At the presented project, a 

Metadata Data Lake was created with deep analysis of valuable DICOM Tags (like radiation dose).  

The data exploration executed was remarkable throughout and allowed a deep understanding on how 

DICOM files are constructed. The value of aggregating all the information from different sources in one 

common dataset (Data lake) opens new possibilities to analyze or enrich the data that can benefit all data 

providers.  

Then the objective of demonstrating that that can be prepared, manipulated, combined and extracted without 

patient information and in a way that researchers can reuse it for their R&D projects was also achieved. It took 

time and the need of combining different techniques but finally a successful test was performer and validated 

by some institutions involved.   

DICOM has some very interesting medical metadata available, thus can complement a Big Data and 

Analytics project in the medicine scope. The medical imaging delivery service based on cloud technology 

allows to combine disparate information like the remote accessibility from patients and professionals with the 

DICOM metadata. A proper data warehousing and personal data removal techniques offer the possibility to 

reuse the content for medical research purpose. This unique way to analyze the information is just a first step 

but the potential is huge. The aggregate information obtained from different sources through cloud 

infrastructure not only enriches the data source but provides more potential capabilities for deep learning data 

analytics.  
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ABSTRACT 

E-governance consists in the application of information and communication technologies to government functions and 

processes to increase efficiency, transparency, and e-participation. The level of society’s participation in electronic 

government services is an important element in assessing the success of the entire system. However, e-participation values 

in the context of negotiations with public administration remain low in the European Union. State institutions are trying to 

encourage citizen participation in various ways, one of which is the use of social networks. The purpose of the paper is to 

analyse the use of a wide range of social media by European financial e-administrations and tax e-offices in order to 

highlight the differences and discuss their potential benefits. The data comes from an online research analyses of 31 

European financial authorities’ portals. The findings show significant variation in the strategies for setting up systems of 

online communication for national financial institutions, and there is considerable potential for mutual inspiration on how 

to achieve effective public e-government. The results of the paper reveal new findings and insights for inspiration and 

development across disciplines (strategic, content, and social media management), for discussion among politicians and 

decision-makers, and for application by public authorities. The findings may also stimulate and inspire various possibilities 

of future research. 

KEYWORDS 

E-Society, E-Participation, E-Administration, E-Government, Tax Portal, Social Media 

1. INTRODUCTION 

Society faces many challenges and opportunities brought about by the fourth industrial revolution (Chen et al., 

2018). Citizens around the world are increasingly using technology to simplify everyday activities – a challenge 

for governments and public institutions, which are not as exposed to the competitive environment as companies 

that seek to retain their customers. The latest available data from a joint analysis by Hootsuite and We Are 

Social shows that the number of internet users has more than doubled in the last decade, from 2.18 billion to 

4.95 billion. The compound annual growth rate for the period of 2012–2022 is 8.6% (Kemp, 2022a). As of July 

2022, of the world’s total population of 7.98 billion, 63% use the internet, 59% actively use social networking 

sites and 67% have some form of mobile phone. The information society saw an especially high growth during 

the peak of the COVID-19 pandemic. The main reason people are using the internet most is to find information 

(61% respondents aged 16–64 have stated this motivation). A vast majority of the respondents (95.2%) have 

used or visited social networks. Around 4.7 billion people (59% of the total population, 93.6% of total internet 

users) are social media users, with the average number of social platforms used each month equal to 7.4. The 

proportion of social media users in the total population is highest in Northern and Western Europe (Kemp, 

2022b). Members of Generation Z and Generation Alpha in particular have grown up in the era of technology 

and the internet. The birth years of each generation are not officially anchored and vary in scientific studies. 

For Generation Z, the range of birth years is usually 1997–2012 (Pew Research Center, 2019) or 1995–2010 

(Jha, 2020). Jha (2020) identifies the birth years of Generation Alpha as 2011–2025. These are highly 

technologically literate generations that have high expectations for simplicity and interactive design and 

communicate primarily through social media. These facts indirectly influence their thinking and  

decision-making process (Hariadi et al., 2016). The user-friendliness of communication with the financial 

administration represents an important factor influencing citizens’ perception when paying taxes and insurance 

premiums (Zichová, 2022). This concerns both offline and online channels. 
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The e-society is multi-dimensional phenomenon where information technologies are integrated into the 

society’s mindsets and lifestyles. Jayashree & Marthandan (2010) define e-society as the society that uses 

digital media in most relationships. E-Participation is based on public participation in governance through 

information and communication technologies. Electronic participation as a socioeconomic movement 

propagates the increased level of cooperation between public and civic institutions through various digital 

platforms (Macintosh, 2004). The interorganizational relations theory, especially in relationship to the 

investigation of participatory trends, could be traced in various digital collaborative projects and related social 

media platforms (Kassen, 2020). The number and character of social media offered by e-government can 

increase level of e-participation. The average e-participation rate in the context of dealing with public 

administrations in the 25 evaluated European countries is 58%. The data comes from the Czech Statistical 

Office (CSO) and Eurostat, with the CSO reporting data for people aged 16 and over, whereas Eurostat 

publishes data for people aged 16–74. The highest activity is observed among citizens in the Nordic countries 

of Sweden and Finland, closely followed by the Netherlands, Estonia, and France. The lowest proportion is in 

Romania, where only 15% of citizens used the internet to communicate with public administrations in 2021.  

A similar ranking of countries can logically be observed when comparing the number of people aged 16–74 in 

EU countries who have completed and submitted an online form to public administrations, but the overall EU 

average is lower (ČSÚ, 2022; Eurostat, 2021). 

The popularity and importance of social media use is constantly growing, especially among the younger 

generations. Therefore, it is worthwhile to address their coverage by the public e-administration. Social 

networks are changing the purpose of the internet as a tool to propagate products and promote sales. They offer 

less expensive and more effective means of online marketing and new approaches to communication, helping 

companies develop their business and communication strategy (Drahošová & Balco, 2017). Raising awareness 

through effective public communication campaigns is becoming a prerequisite both for informing people about 

the benefits of digital services and for ensuring wider use of online platforms. If people do not realize the value 

of e-government online services, they will not be willing to use them. Governments have countless tools 

through which to inform – from banners, materials for public campaigns, videos for television and materials 

for personal face-to-face sessions with people to a wide range of social networks (with Twitter and LinkedIn 

more on the formal side, and less formal options including Facebook, Instagram, YouTube, TikTok, Pinterest, 

Snapchat, Tumblr) (United Nations, 2020). 

2. RESEARCH METHODS 

The research method consists of online research analyses of 31 European public financial  

institutions – ministries of finance and tax portals. States use different terminology, which is based on the 

legislative setting of responsibility for the given area (Tax portal – summarizing all taxes or specifically income 

tax, Financial Administration / Ministry of Finance / Tax Administration and similar institutions). Content 

analysis refers to finding the occurrence of their associated social media. The information is translated from 

foreign languages using Google Translator, an automatic translator, supplemented where necessary by DeepL 

Translator. The types of social platforms used by ministries and tax portals are inductively developed and 

documented manually in Microsoft Excel, which was chosen as it provides a sufficient overview tool for the 

intended analysis. Data is obtained from the websites of European Union member states plus the four countries 

of the Schengen area or the countries of the European Free Trade Association, searched on the European Union 

website (Iceland, Liechtenstein, Norway and Switzerland). Their relevance is verified by the presence of a link 

on government portals. Social network page links are searched for on the websites of state financial institutions; 

the information is usually contained on the website of the tax administration (Tax Administration, Tax Agency, 

Federal Public Service, Ministry of Taxes, etc.) and the website of the tax portal. Their existence is also directly 

verified on the relevant social networks: Facebook, Instagram, YouTube, LinkedIn, TikTok, Twitter, 

SoundCloud, Flickr, Dailymotion and WhatsApp. Non-functional links (e.g., the Scribd profile of the Croatian 

Ministry of Finance) are omitted from the analysis. The analysis includes all the social networks mentioned by 

both portals. The main subject of the analysis is Financial e-Government, in some cases countries provide tax 

information directly from the Ministry of Finance instead of the online tax administration. Secondarily, the 

author tracks the content of the tax portals to the extent accessible to her as a resident of the Czech Republic, 

as well as content on the associated social networks. Links to social networks most often appear in the footer 
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of the website as symbols, in some cases as text or even as a written link (e.g., the Lithuanian Ministry of 

Finance website https://finmin.lrv.lt/). In rare cases, social networking links are not a standardised part of the 

footer of the website but are found in the site header, in the body of the page as a banner (the Malta Ministry 

of Finance website http://www.mfin.gov.mt/), as icons or in the contacts. 

3. RESULTS 

The analysis produced results summarising the use of social networks by financial e-administrations and tax 

portals across European countries (see Table 1). All the ministries and tax portals of e-governments use at least 

one social media. Public financial institutions of European countries most often use Facebook, followed closely 

by Twitter. The third most common social media used is YouTube, which serves primarily for instructions on 

how to use tax forms and fulfil the obligations of citizens. Some social networks were only used in 1–3 cases 

(TikTok, Flickr, Dailymotion – a French social platform, SoundCloud, WhatsApp). No data could be traced 

for the Republic of Liechtenstein. Finland is the most active on social media, dominating with 7 actively used 

platforms. On average, 3.5 social networks are used per country. 

Table 1. Use of social networks by European financial e-administrations and tax portals 

 

4. DISCUSSION 

The governments of European countries use different types of social networks. An interesting perspective is 

provided by their comparison with the world’s most frequently used and most popular social media platforms, 

based on Kemp’s (Kemp, 2022b) global report. The world’s most-used social platform in July 2022 (per global 

active users) was Facebook with 2,936 million users followed by YouTube and WhatsApp. The fourth position 

with the highest number of users was Instagram. The remaining top ten social networks per active user count, 

from 5th to 10th place, are the following: WeChat, TikTok, Facebook Messenger, Telegram, Snapchat and 

Douyin. In Europe, Twitter is a more relevant social media for the tenth position. However, from the point of 

view of popularity the most favorite platforms are (in order from the most popular): WhatsApp, Instagram, 
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Facebook, WeChat, TikTok, Douyin, Twitter, Facebook Messenger, Telegram and Line (Kemp, 2022b). The 

research brings some limitations. Social media is not homogeneous. Therefore, their comparison within a single 

table could be arguable. Due to the simplistic type of research method, the paper mainly provides thematic 

areas and a basis for follow-up in-depth studies. The research could be supplemented with details regarding 

the level of cooperation/usage, goals, scope (public/private, citizen/clerk), percentage of cases compared to 

traditional data exchange and social cooperation. 

Several factors may account for the low e-participation rate. The United Nations survey (United Nations, 

2020) recommends that governments should: 1. Clarify the objectives of e-participation activities and 

understand the needs, interests, motives and incentives of stakeholders in relation to e-participation. 2. 

Facilitate the institutionalization of e-participation processes within government departments. 3. Pay attention 

to the legal, regulatory and administrative environment in which e-participation takes place. 4. Establish clear 

linkages between e-participation activities and formal decision-making processes. 5. Promote the acquisition 

of e-participation skills in the population. 6. Understand how e-participation is affected by people’s trust in 

public institutions, the internet and social media. 7. Strengthen the evaluation of e-participation initiatives. 

5. CONCLUSION 

The study provides an overview of the different social networks used by the financial administrations of the 

European Union. The problem of the use of social networks in e-government offers a wide range of possibilities 

for further research. Through interviews and questionnaires, it would be possible to penetrate deeper into the 

perception of e-government social networks by citizens. This could also reveal interesting opinions on how to 

improve their content and bring it closer to users to increase e-practice. Another useful focus for research would 

be a comparison of mutual dependencies based on statistical methods. A comparison not only at the level of 

Europe, but also of other continents, including developing countries, taking into account cultural, historical 

and socio-economic differences, would also bring stimulating results. The challenges and opportunities of the 

use of social media by e-government and the tax portal also bring a wide range of possibilities for meta-analysis 

and thematic or cross-sectoral comparisons with regard to geographical differences. Last but not least, the 

content analysis of the social platforms of tax portals and relevant social networks can also be followed up in 

many directions, either by extending it to other e-government websites, to the image presented in the media or 

by focusing on different elements of the content analysis (e.g., the position and content of the headlines, 

information in the first paragraph, formatting of the text, informational value, choice of words and phrases, 

context, meaningfulness of the text and other linguistic elements). A more in-depth analysis of the amount and 

types of multimedia tools used (use of photos, videos, infographics, podcasts, etc.) would also be offered as 

part of the content analysis. Possible suggestions for future research activities are summarised in Table 2, 

framing the main methods embedded in the related disciplines and extending them with possible research 

questions and areas. 

Table 2. Overview of future research opportunities 

Method Relevant disciplines Research questions/areas 

Interview 

public financial 

institutions, social 

media, citizens’ 

perception 

How do citizens perceive social media websites and e-government 

applications? 

What value do citizens attach to the social platforms of public 

institutions? 

Questionnaire 

survey 

e-participation, social 

media, citizens’ 

perception 

Are there statistically significant differences in the perception of the use 

of social networks by e-government between individual age groups, 

between genders, on the basis of residence or educational attainment? 

If people perceived the use of social networks more positively, would they 

use e-government social platforms more often? 

Systematic 

mapping 

e-government, 

strategy, social media 

What are the latest insights into the challenges and opportunities of 

government use of social media from studies over the past decade? 

Which areas of the given field are attracting the most attention from 

researchers?  

On which continents/in which countries/universities/research centres? 
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What future challenges in the context of the use of social media by digital 

government can be expected given the transformational tendency 

towards Society 5.0 and Industry 5.0? 

Content analysis 

tax portal,  

e-government websites 

and applications,  

e-participation, media, 

social media, 

multimedia 

Does the information content of different e-government applications and 

sites differ? 

What percentage of the population of each country follows the local 

social media of public financial institutions? 

How often and how do they react to different types of social network 

posts? 

Can differences also be seen internationally/intercontinentally? 

Which multimedia tools are used most frequently on e-government 

websites and applications? 
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ABSTRACT 

Flexible learning in this pandemic combines a specific percentage of synchronous and asynchronous sessions. In this 

research, the adoption of Zoom as a discussion platform tool in teaching communicative English skills to tertiary education 

students in a public HEI is discussed; based on the Leapfrog Principle. The study investigated the effectiveness of Zoom 

as a language teaching tool in Language courses. It also examined the platform’s role in new learning spaces with  

today’s learners. Data for the study was collected via online class observation, followed by a recorded interview conducted 

among fifty-five students. The analysis of the data was done qualitatively. The findings of the study indicated that Zoom is 

perceived as an effective teaching tool; in terms of both delivery and pedagogy in Intensive English programs. It was also 

believed to cater to a flexible and motivating language learning environment for the current flexible learning academic 

scenarios. The integration of zoom application into the intensive Language courses for tertiary level learners, enriched the 

teaching-learning experiences. 

KEYWORDS 

Flexible Learning, Zoom Application, Effectiveness 

1. INTRODUCTION 

Su (2022) posits that success rate in language learning in these difficult and trying times is highly dependent 

on the kind of application that teachers utilize. This was found specifically true among Higher Education 

research studies conducted by Twainy (2021) and Zurik (2022). As the essential pillar in the educational system 

in this pandemic, zoom application assured learning gains. Hence, educational organizations are now motivated 

to accomplish language competence, efficacy and proficiency by remote means. This indicates the necessity 

of utilizing break out rooms, aside from the virtual teaching preparation teachers do for daily academic 

engagement. 

However, engaging students in a variety of remote activities is not sufficient. To measure if they 

successfully enhanced their language competencies, the priority to conduct engaging remote communicative 

sessions are necessary. In their paper, Strei (2022) and Buor (2021) conclude that when zoom break out session 

rooms are activated, more students are able to freely share their ideas. Hence, this vital information to design 

the research plan was deemed necessary. The study therefore investigated the effectiveness of Zoom as a 

language teaching tool in Language courses. It also examined the platform’s role in new learning spaces with 

today’s learners. 

2. METHODOLOGY 

Discussed as follows are the methods and procedures of this study. 

This research employed the descriptive and investigative research designs. The researchers gathered data 

from the research respondents through online class observation, Focus Group Discussion sessions and recorded 

interviews among the student-respondents. The need to develop communication skills through online 

discussion utilizing break out session rooms were identified; focusing on teaching strategies and 

communicative activities.  
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The paper utilized focus group discussion prompts modified from Zurong (2018). The same set of 

transcripts were employed during the individual interviews. The online class observation scrutinized the 

communicative measures used by the Language teachers. Nunan’s (2015) communicative teaching observation 

tool was used. These validated instruments formed the descriptive and investigative research processes. 

The respondents of this research were the fifty-five Higher Education students who were enrolled in English 

subjects for the second semester of school year 2021-2022. They were purposively chosen based on their 

teachers’ recommendation to participate in the research plan, being the less participative. The researchers kept 

in touch with them through their language teachers. Group chats and zoom conferences were also conducted. 

3. DATA GATHERING PROCEDURE 

In this study, the researchers facilitated five focus group discussion sessions among the student-respondents. 

The modified FGD prompts were utilized for this purpose. The same group of respondents participated in the 

individual interview via zoom. This highlighted on their perception about the impact of zoom usage to their 

language competencies; the types of teaching strategies employed with their motivation to use the application, 

how the zoom sessions enhance their communicative abilities and critical thinking skills. 

4. RESULTS AND DISCUSSION 

The results of the study are discussed subsequently.  

Table 1. The benefits of Zoom application as a learning tool 

Zoom Application advantage Number of Respondents 

Increased motivation 16 

Self-directed learning 10 

Active interaction 35 

Enhance communicative ability 33 

Avenue to develop critical thinking skills 19 

 

Table 1 shows that among the identified zoom application advantage, active interaction ranks first. The data 

is similarly situated with the study conducted by Levin (2022) which revealed that more students perceive 

zoom to be an enabler for discussion. This implies that the break out rooms helped the respondents to freely 

express their ideas, without fear of being corrected.  Similarly, more students responded that zoom sessions are 

avenues to develop their critical thinking skills. This accordingly happened during break put sessions. 

Table 2. Satisfaction levels with Zoom video conferencing 

Satisfaction level 

 

Number of Respondents 

Very satisfied 40 

satisfied 10 

normal 3 

dissatisfied 2 

Very dissatisfied 0 

 

Table 2 presents the satisfaction level of the respondents in zoom video conferences.  Majority of the 

respondents were very satisfied of the application. Only ten ticked satisfied while three opted for normal 

satisfaction and two very dissatisfied. Consequently, the respondents found zoom nice even in listening to 

lectures. They were able to look at the professor’s face which gave them the feeling similar with that of  

face-to-face lectures. More respondents shared that it was good to communicate with the professor, and it was 

also good that the professor listened to their opinion. With the screen sharing function, they found it easy to 

understand the subject by taking classes while watching PPT and class materials together. Some respondents 

also commented that zoom is a good application because it was like a customized class for them. The annotation 

button likewise made them share ideas in writing.  
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The study of Roiersy (2022) revealed similar findings. The paper discussed that the respondents of the study 

likened zoom to an actual physical class session. The only difference was that they were online. Moreover, 

Zerty (2021) in his study on zoom application implied that break out rooms provide comfort for the learners to 

express their interest in sharing ideas to topics that were assigned to them. They had interactive sessions as 

they were not governed by anxiety.   

5. CONCLUSIONS & RECOMMENDATIONS 

In conclusion, zoom application was found to gain popularity in the academe which was perceived by the 

respondents to enhance their communicative competence. Most universities converted their classes from  

face-to-face to online lectures in the duration of the COVID-19 pandemic. Within this context, the existing 

study attempted to examine the effect of real-time remote video lessons using Zoom on learners’ English 

communication skills. The study also investigated learners’ opinions on and satisfaction with real-time zoom 

video lectures. The study’s purpose is to provide a better direction for instructors who wish to use zoom video 

lectures for real-time lessons in the future by more clearly understanding the efficiency of zoom video lectures 

and considering important points that must be supplemented. The results of this study showed that real-time 

zoom video lectures have a positive effect on learners’ English reading achievement.  

From the perspective of both learners and instructors, zoom is recommended to be supplemented with 

automatic attendance processing, convenient data uploading and downloading, and more efficient video screen 

management functions. Language instructors, must become further aware of the efficiency of Zoom technology 

in the EFL classroom. If remote classes must be prolonged due to the spread of COVID-19, instructors must 

learn how to implement technological tools including Zoom and develop class activities and teaching strategies 

suitable for video lectures that can encourage learners’ active participation. 
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ITERATIVE DEVELOPMENT OF AN INCLUSIVE 

LEARNING ENVIRONMENT FOR HUMAN ANATOMY 

STUDIES: FROM ONLINE ENGAGEMENT WITH 3D 

MODELS TO VIRTUAL REALITY 

Martine Pellerin and David Vergote 
University of Alberta, Canada 

ABSTRACT 

In the fields of medicine and health, there is a growing interest in resorting to the affordances offered by game-based 

learning and 3D interactive platforms. In human anatomy education, interactive learning environments can indeed foster 

higher levels of learner engagement and more effective learning of abstract and complex anatomy concepts. Though 

evolving quickly in the last decade, the design of learning environments has been accelerated by the pandemic and the 

associated need for online and hybrid learning. This paper presents the process of designing and developing a prototype for 

an interactive learning environment for human anatomy education anchored in educational theories of learning, especially 

the Universal Design for Learning framework. In this context and with the purpose of helping students understand the 

content of human anatomy courses in a more intuitive and interactive manner, we developed a multimedia teaching tool 

called Anatomy 3D. Our learning environment leads students through anatomical topics using an interactive scenario-based 

quiz with a 3D model. Our quizzes follow “pathways” throughout the body, where each question builds on the previous 

one. After each question, the student gets feedback tailored to their response. Anatomy 3D is unique among the wide range 

of tools already existing, as it highlights the functional relationships between anatomical elements, the understanding of 

which is important to building an accurate mental representation of human body systems. Anatomy 3D is also bilingual, 

with all content available in both French and English. The development of our learning environment involved an iterative 

process with regular inputs from students and designers. Our more recent development has been to adapt Anatomy 3D to a 

virtual reality system, allowing an even more immersive experience for learners.  

KEYWORDS 

3D, Bilingual, Human Anatomy, Interactive, Learning Environment, Virtual Reality 

1. INTRODUCTION 

Immersive learning environments foster learner engagement and facilitate learning abstract and complex 

concepts [Kuhail et al., 2022; Lui et al., 2020; Alharbi et al., 2020]. The affordances offered by game-based 

learning and 3D interactive platforms are of particular interest in the fields of medicine and health education 

[Ali et al., 2015; Singh et al., 2019; Estai & Bunt, 2016]. 

The paper presents the process we used to design and develop a prototype for an interactive learning 

environment dedicated to human anatomy education anchored in educational theories of learning, especially 

the Universal Design for Learning framework [CAST, 2018]. With the purpose of helping learners understand 

the content of human anatomy courses in a more intuitive and interactive manner, we used an iterative process 

involving input from students and designers at each step to develop a multimedia teaching tool called Anatomy 

3D. 
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2. ANATOMY 3D PLATFORM 

2.1 Description of Anatomy 3D 

Anatomy 3D is an interactive, multimedia teaching tool. Its purpose is to help students understand the content 

of anatomy classes in a more intuitive and interactive manner. It leads students through anatomical topics using 

an interactive quiz with a 3D model (Figure 1).  

 
Figure 1. 3D image and question illustrating the visual appearance of Anatomy 3D 

The quizzes follow “pathways” throughout the body, meaning each question builds on the previous one. 

After each question, students are provided with context-aware feedback based on their answers (Figure 2). 

 

Figure 2. Typical structure of a question associated with response-tailored feedback 

2.2 Scenarios  

We currently have developed four scenarios using models of the brain, skin, and ear (Figure 3). Each module 

is five to ten questions and is designed to be completed in one sitting. 

Scenario development is supported by a domain-specific language and a corresponding editing tool to 

enable instructors to efficiently develop multiple high-quality modules using the same 3D anatomical model, 

if desired. Anatomy 3D is bilingual, with all content available in both French and English. 
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     Brain And Vision                                         Hearing                                              Vaccination 

Figure 3. Three scenarios using models of the brain, the ear and the skin 

2.3 Iterative Improvement of Anatomy 3D 

Iterative design is a process of continuous step-by-step refinement, alternating the testing and updating of a 

product [Enginess, 2021]. Our initial prototype was presented to students taking a first/second-year human 

anatomy course in the Fall 2019 semester. This course is typically offered annually in both the Fall and the 

Spring terms. Using the iterative process illustrated by Figure 4, three additional improved versions of Anatomy 

3D were prepared and shared with students over three years until the Fall 2022 semester. 

 

Figure 4. Process used for the iterative improvement of Anatomy 3D 

3. METHODOLOGY 

3.1 Participants 

The prototype was tested by first- and second-year undergraduate students enrolled in the introductory 

Anatomy course taught by one of the authors, Dr. David Vergote. We used an online questionnaire to gather 

students’ perceptions of and feedback on the prototype. This research was approved by the University of 

Alberta ethics approval committee. 

3.2 Data Collection 

The students' perceptions and feedback regarding the prototype, such as its usefulness, design, and usability, 

were gathered through the use of an online questionnaire involving students enrolled in an anatomy course. 

Students were encouraged to fill up the survey by rewarding them with bonus points on their final exam. 

Although every student who filled up the survey received bonus points, only the answers of those who agreed 

to be part of this study are considered here. 

The platform also collects data (average time to answer, difficulty, common wrong answers) from the 

system-learner interaction for further learning analytics (Figure 5). To date, we have used this data to evaluate 

the usability of the platform. 
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Figure 5. Example of the analysis of answers to a question 

3.3 Recent Development 

A more recent development has been to adapt Anatomy 3D to a virtual reality system, allowing for an even 
more immersive experience for learners. However, we have not shared this latest improvement with students 
yet.  

4. CONCLUSION 

The novelty of Anatomy 3D among the wide range of tools already existing lies in the fact that it highlights 
the functional relationships between anatomical elements, the understanding of which is important to build an 
accurate mental representation of human body systems as complex as the brain, for example. The content or 
teaching methods can be adjusted to improve student success using the collected data. In the future, there is 
potential to personalize question content based on users’ past performance to optimize the difficulty and topic 
of the next question displayed. 
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REIMAGINING TEACHING AND LEARNING FOR A NEW 

ERA: HYBRIDIZATION OF THE TEACHING AND 

LEARNING MODALITIES IN THE K-12 EDUCATIONAL 

CONTEXT 

Martine Pellerin 
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ABSTRACT 

The paper aims to explore the concept of hybridization as a digital transformation process of teaching and learning in the 

K-12 educational context. The discussion is informed by the results of a research project involving elementary and 

secondary school teachers and their students and how they have experimented with the concept of hybridization of their 

teaching modalities and learning environment. The paper examines various examples of hybridization of teaching 

modalities that have emerged from the project. In particular, it examines the use of 360-degree digital cameras and video 

conferencing to promote the hybridization of teaching modalities in in-person classrooms. It also examines the use of 

interactive and digital tools and online platforms to contribute to the hybridization of the learning environment in in-person 

classrooms. Finally, the paper demonstrates how the hybridization of teaching modalities and learning environments 

contributes to promoting students’ engagement, collaboration, and creativity as well as the emergence of learning 

communities beyond the classroom walls.  

KEYWORDS 

Hybridization, Digital Transformation, Teaching Modalities, Digital Learning Environment, K-12educational Context, 

Pandemic 

1. INTRODUCTION 

The COVID-19 pandemic contributed to accelerating digital transformation across educational systems. New 

teaching modalities and digital learning environments have emerged as a result of the transfer to online learning 

during the pandemic and contribute to the renewal of educational practices in the K-12 educational context. 

One of the lessons learned from the online shift during the pandemic (Bates, 2021) is that the educational 

approaches and digital tools used in an online teaching context can be used for in-person teaching. Specifically, 

we have a growing understanding that the hybridization of both online and in-person teaching methods and 

learning environments can potentially create new teaching and learning modalities. We are now in a new 

educational era where digital and online technologies contribute to reimagining teaching and learning through 

the hybridization of teaching modalities and learning environments (Laker,2021).  

Hybridization is a move away from traditional teaching modalities (Garrison and Kanuka, 2004; 

Graham,2006) and learning environments that were limited by in-person interaction within the boundaries of 

a classroom. It is also the reconceptualization of blended and hybrid learning that dominated the field of 

education (Hrastinski, 2019), prior to the pandemic. The conceptualization of the integration of online and 

digital technologies in the in-person classroom needs to evolve beyond the guidelines offered by traditional 

blended and hybrid approaches that were popularized before the pandemic. The integration of online 

technologies into the K-12 classrooms requires a new conceptualization aligned with the digital transformative 

phenomenon accelerated by the pandemic and that allows the emergence of the natural phenomenon of 

hybridization. The adoption of new teaching modalities supported by new emergent technologies  

(e.g., 360-degree digital camera and video conferencing) and digital and online interactive learning 

environments that emerged during the pandemic is now contributing to reimagining teaching and learning 

beyond traditional approaches. The hybridization of the teaching modalities and learning environments 
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corresponds to our adaptation to a changing world where digital technologies and their affordances (Pellerin, 

2018) allow the emergence of new and innovative ways to interact, communicate, collaborate, solve problems 

and be creative like never before.   

2. METHODOLOGY 

The research methodology for the project presented in this article is anchored in a qualitative and participative 

approach (Denzin & Lincoln, 2008). The project took place during the 2021-2022 school year. It involved 12 

school teachers (elementary and middle school) in their respective classrooms in Canadian context. Data 

collection included digital documentation as artifacts gathered by teachers including audio and video 

recordings as well as screen shots of the activities completed on digital and interactive platforms (e.g., Flipgrid; 

Jamboard, etc.). Qualitative research approaches are used for the data analysis and aligned with the grounded 

theory method of qualitative data analysis. Through a coding process of the various digital sources of data 

gathered, initial key themes as well as emerging themes were identified in accordance with the qualitative 

methodology.  

3. RESULTS AND DISCUSSION 

Although the transfer to online teaching during the pandemic created many pedagogical challenges and forced 

teachers to adapt new pedagogical practices with new teaching modalities, new modes of teaching delivery 

have emerged such as co-modality, which refers to teaching that combines in-person and online modes 

simultaneously by using 360-degree cameras and videoconferencing tools like ZOOM. These teaching 

modalities were first adopted in the context of the pandemic to support emergency remote learning for the  

K-12 educational context as well as in higher education. The hybridization of online modality with  

face-to-face teaching gave rise to innovative pedagogical practices. New videoconferencing tools like ZOOM 

also grew in popularity during the pandemic, allowing synchronous learning to take place in order to provide 

social interaction and a sense of connectivity between the teachers and their students and between students, 

especially during the confinement period. Teachers are now experimenting with the combination of both online 

teaching modalities and in-person teaching. The hybridization of in-person and online teaching and learning 

modalities leverages the affordance offered by the new online and digital tools, thus contributing to the creation 

of new pedagogical practices and new learning environments. 

3.1 Using The ‘Owl’ 360-Degree Camera: Fostering Greater Learner 

Engagement and Building Communities of Learning That Extend Beyond the 

Traditional Classroom Walls 

In this first example, two secondary school teachers used the 360-degree ‘Owl’ camera to connect their 

students. Their classrooms were located on opposite sides of the same school and the pandemic did not allow 

for the mixing of student cohorts. The teachers used an interactive online platform (Kahoot) to review the 

content of a learning module that they had completed. They engaged their students in a friendly competitive 

game. The 360-degree ‘Owl’ camera’s visual sensor allowed the students from each class to see and interact 

with the teacher as well as their classmates and access the online board game presented on the whiteboard. The 

students’ engagement was enhanced by the connection of the two classrooms, as it increased student 

motivation, facilitated interactions with other learners, and supported the creation of a learning community. 

Figure 1. The use 360-degree ‘Owl’ camera to fostering learner engagement and building communities of learning that 

extend beyond the traditional classroom walls 
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Another example of the hybridization of the teaching modalities using the 360-degree ‘Owl’ camera 

involved two secondary French teachers in two schools located in two different rural towns within a 45-minute 

driving distance. The students were first engaged in a guessing game to find out where the other group was 

located. Afterward, the students spent time chatting with each other in the target language. The teachers shared 

the students’ enjoyment in meeting other students who were also learning French and going through similar 

learning experiences, in turn creating a real sense of learning community. Students asked their respective 

teachers to repeat the experience several times with their new friends from the other school. 
The following example demonstrates how a videoconferencing tool like ZOOM was utilized in the  

in-person classroom resulting in the hybridization of the teaching modalities.  Elementary teachers from the 

same school and later from different schools outside of the urban center teamed up to experiment with using 

ZOOM to provide early literacy activities with the young second language learners. Even though schools 

reopened during the pandemic in 2021 and 2022, the sanitary measures implemented to avoid the spread of the 

COVID-19 virus did not allow teachers to create literacy learning cohorts and reading ‘buddies’ as they used 

to prior to the pandemic.  Having experienced the ZOOM tool during the confinement period and for emergency 

remote learning to provide synchronous education, these elementary teachers felt compelled to combine the 

online teaching modalities in the in-person classroom. Therefore, they first teamed up with classrooms in the 

same school reading aloud activities. Then, the teachers extended the hybridization of their reading aloud 

activities by teaming up with other teachers from the same grades but in different schools in different towns in 

the same school districts. The young learners (grades 1 and 2) were engaged in a synchronous way through the 

videoconference with others students. Neither the physical restrictions imposed by the pandemic in the schools 

or the physical distance from other schools inhibited the possibility to connect with other students, engage in 

collaborative learning, and create literacy communities of learning. The hybridization of teaching modalities 

in these examples demonstrate that it can contribute to further develop a sense of connectivity and community 

between the teachers and their students and between students, especially beyond the walls of the traditional 

classrooms.  

3.2 Hybridization of the Learning Environments: Promoting Student 

Engagement, Collaboration, and Creativity  

Although many digital tools and platforms were used in the classroom prior to the pandemic, they were mainly 

adopted as a complement or replacement (Hrastinski,2019) to in-person learning. The hybridization of the 

learning environment goes beyond this conceptualization of traditional blended and hybrid learning. The 

affordances offered by the new digital tools and online platforms such as Flipgrid, Book Creator, Jamboard, to 

name of few, allow learners to engage actively in their learning by collaborating, problem-solving, and sharing, 

all in ways that were not possible before. The hybridization of the learning environments also gives learners 

multi-sensory access (Pellerin, 2018) as well as multiple means of representation, interaction, and engagement. 

Therefore, by reimagining learning through the hybridization of the learning environment, greater inclusive 

pedagogical approaches emerged following the guidelines of the Universal Design for Learning (UDL) 

framework (2018). 

In the following example, elementary school teachers from two different grades teamed up to engage their 

language learners in collaborating in the creation of an online story. They used the Book Creator online 

application to create multimodal and digital books for their story. The project contributed to fostering a sense 

of learning community between young learners and older learners and through the affordance of the application, 

the digital book could be downloaded to share with the school community and beyond the classroom. 

The next example demonstrates how the hybridization of the teaching modalities and digital learning 

environments was experimented with by elementary teachers to promote social interaction and collaboration 

among students. After participating in reading aloud through ZOOM with other classrooms, teachers invited 

their students in reading comprehension and writing activities using the Flipgrid digital tool and shared their 

multimodal products and artifacts including video of the learning on the online platform. 

Interactive and digital whiteboards like Jamboard were integrated into synchronous online learning during 

the pandemic. This type of platform allows students to interact and collaborate on a digital whiteboard. Through 

the hybridization of the learning environment, teachers are now integrating interactive online platforms in  

in-person approach to allow learners to benefit from greater engagement, and interaction, while also gaining 

access to multiple ways of representing and expressing their understanding and knowledge. As an example, as 
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an early literacy activity, the teacher used a picture of a snowman as a backdrop on the Jamboard platform. 

Images of different clothing and objects were displayed on the digital board by the teacher. Students were able 

to interact with the online platform to demonstrate to their learning by manipulating the different objects they 

wanted to use to represent their snowmen. The multimodal affordances of the application allow learning and 

thinking to become visible and increase student interaction, which in turn contributes to better engagement. 

The hybridization of the learning environment in the in-person classroom contributes to enhancing student 

engagement through active learning, social interaction, collaboration, and creativity. 

4. CONCLUSION 

The acceleration of the digital transformation in K-12 education following the COVID-19 pandemic 

contributes to the emergence of new possibilities to reimagining teaching and learning for a new digital era. 

We can no longer afford to teach the way we used to teach. The traditional in-person teaching modalities and 

learning environments are no longer adequate to prepare our students for a digital world in constant evolution. 

The affordances of the new online and digital technologies allow us to learn, interact, communicate, 

collaborate, engage and be creative in ways that were not possible before. Therefore, the hybridization of the 

teaching modalities and learning environments needs to go beyond the traditional blended and hybrid teaching 

and learning approaches. Like in nature, the phenomenon of hybridization corresponds to the combination of 

two species that goes on to create a whole new one. The hybridization of the teaching modalities and learning 

environment contribute to reimagine teaching and learning for a new era. 
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ABSTRACT 

STACK is an online testing system that can automatically assess mathematical formulae. When working with STACK on 

a smartphone, inputting mathematical formulae is time-consuming; therefore, to solve this problem a mathematical formula 

input interface for smartphones has been developed based on the flick operation. However, since the time of development, 

an increasing number of smartphone types have been developed, making the verification of such interfaces important. We 

organised the problems of each device and verified the effectiveness of the flick operation for formula input compared with 

conventional text input. 

KEYWORDS 

Mathematics E-learning, Mobile Interface for Math Input 

1. INTRODUCTION 

Due to the Covid-19 pandemic, online education has attracted attention in recent years, and the introduction of 

e-learning using LMS is rapidly accelerating. One of the important functions of an LMS is online testing, and 

the conventional formats of online tests that can be automatically graded include correct/incorrect,  

multiple-choice, numerical input, and short-answer input. However, when trying to measure  

students’ understanding of science and mathematics subjects through online tests, it is important, for example, 

for students to input answers to calculation questions using mathematical formulae rather than selecting the 

correct answer from a list of options. In view of this need, the use of systems that can automatically grade 

answers entered in mathematical formulae, that is, mathematics e-learning systems, is becoming increasingly 

widespread. Representative mathematics e-learning systems include STACK (Sangwin, 2013), Numbas1 , 

WeBWorK,2 and Möbius3. A barrier to the use of these systems is the effort required to input mathematical 

formulae, and it is usually difficult to input complex mathematical formulae in the systems. This is especially 

true when using a mathematics e-learning system on a mobile device, such as a smartphone. 

To solve this problem, Nakamura et al. developed FlickMath, a mathematical formula-input interface for 

STACK that can be used on mobile devices (Nakamura, 2017). This dramatically reduces the number of taps 

on the smartphone when entering mathematical expressions. Shirai et al. also developed an interface that, like 

kana-kanji conversion in Japanese input, presents candidates with mathematical formulae using a  

machine-learning algorithm and allows the user to input mathematical formulae by selecting them (Shirai, 

2014).  

However, since the development of such formula input interfaces, various smartphones have been launched, 

and screen sizes have become more diverse. Even though they are developed in JavaScript and have fewer 

hardware and software dependencies, they still need to be validated on a larger number of devices. It is also 

important to investigate the types of interfaces that are effective for students these days. Therefore, we 

conducted a survey with 65 students on the use of the FlickMath formula input interface. 

 
1 https://www.numbas.org.uk/ 
2 https://webwork.maa.org/ 
3 https://www.digitaled.com/mobius/ 
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2. USAGE SURVEY 

In the usage survey, 65 students were asked to input three mathematical expressions, (𝑎 + 𝑏)2, 
𝑦

2𝑥+1
, 

1

√𝑥2+𝑦2
 

from a smartphone using both the conventional text and flick input methods.  The input time and input error 

rate were obtained as objective data, and choice of preferred input method between text and flick input and 

their impressions were obtained as subjective data. 

First, the smartphone types used by the 65 respondents were iPhone 8, iPhone XR, iPhone SE, iPhone SE3, 

iPhone 11, iPhone 11 Pro, iPhone 12, iPhone 12 mini, iPhone 12 Pro, iPhone 13, iPhone 13, iPhone mini, 

iPhone 13 Pro, iPhone 14, iPhone 14 Pro, Galaxy, Pixel 6, OPPO Reno3 A, and Xperia 1 II. Most of the 

respondents were iPhone users (89.2 %)  which is more than the 67% share of smartphones in Japan4. Of the 

65 respondents, 38 found it easy to input text, and 27 found it easy to input flicks. Eight of the 38 participants 

who answered that text input was easier to use said that flick input might be easier once they got used to it, 

thus indicating the potential for flick input.  

The data of 39 of the 65 respondents who answered both text and flick input, excluding those who took 

more than 30 minutes to input both, were then included in the analysis and are summarised in Table 1. It can 

be observed that the input time is shorter for flick input than for text input. Histograms of the input times for 

text and flick inputs are shown in Figure 1. Text input has a relatively large amount of data with long input 

times and a wide distribution, whereas flick input shows, on average short input times, except for exceptionally 

long-time data. Paired two-sample t-tests showed no significant differences in the input time. A scatterplot of 

the input times for the text and flick inputs is shown in Figure 2. There was a weak positive correlation, except 

for the data of the maximum text and maximum flick input. It can be assumed that the students in the data with 

the maximum value of flick input were those with fast text input times and were relatively familiar with the 

operation of the device. Therefore, it is expected that once students become accustomed to flick input, the input 

time will be much shorter. Table 1 shows that the error rate of the flick input is higher. As mentioned earlier, 

flick input is easier to use once the user is used to it, and it was assumed that the error rate was high because 

the user was not used to it.  

Table 1. Comparison of the average time taken to enter the three formulae for text and flick input, respectively, and the 

percentage of incorrect entries 

Input method Average input time [s] Incorrect entries [%] 

Text 525.9 12.0 

Flick 516.5 16.2 

 

 

Figure 1. Histogram of input time for text and flick input 

 
4 https://gs.statcounter.com/vendor-market-share/mobile/japan 
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Figure 2. Scatterplot of input times for text and flick input 

As for operation problems, it was reported that the flick input interface did not appear and flick input 

operations were not reflected, but same problem did not occur on the same device repeatedly, therefore, the 

problem is not reproducible and needs to be investigated in more detail. 

3. CONCLUSION 

We conducted a usage survey to determine whether flick input, which was developed for inputting 

mathematical formulae on smartphones, could be used without problems on a range of new devices. Although 

the reduction in input time of flick input was not superior to that of conventional text input, we were able to 

identify a potential situation in which flick input would be preferred, as it would increase efficiency once the 

user becomes familiar with it.  

Our conclusion that once people are familiar with flick input, it is more effective for inputting mathematical 

formulae may be optimistic. However, given that flick input reduces key taps for input dramatically (Nakamura, 

2017), it is a reliable prediction that flick input is more effective once users are familiar with it. Free-text 

student comments have been included. “I found the flick operation difficult as I am not used to it, but once I 

learnt the operation, I thought I could answer faster than with text”. “I found it difficult because it was not the 

keyboard I normally use. However, I thought that once I got used to it, flicking might be easier”. “Flick input 

was confusing at first, but once I got used to it, I thought it would be very easy”. “I did not understand it at 

first, but once I got used to it, I thought I could use it quickly”. 

In addition a student noted, “I found it difficult at first to input formulas by flick because I was not used to 

the input method, but once I understood it, I could easily input formulas with a single click, and it was easy to 

use because there was no need to input extra formulas. I also felt that the input system was highly effective as 

it utilised the characteristics of computers, and education is also progressing on tablets”. As mobile devices are 

increasingly used in the field of education in the future, it will be important to improve the input method. For 

this reason, it is expected that flick input will improve formula input and, in turn, expand the possibilities for 

learning with mobile devices. 
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ABSTRACT  

Information and Communication Technologies (ICTs) play an important role in addressing the major challenges related 

with climate change and sustainable development.  ICTs are tools for the monitoring of climate change, the mitigating and 

adapting to its effects contributing at the same time to the development of the green economy. Green development is a 

proposal for a new kind of pioneering development, where the environment and quality is not a parameter or another 

industry policy, but the main axis and basis of an innovative and alternative development plan of a country in the global 

socioeconomics. According to researches, the air temperature shows an increasing trend in recent years. Urban trees have 

an important value in urban ecosystems because they are carbon sinks and they help urban areas to mitigate the impacts of 

climate change. Nowadays, the new information technologies (ICTs) and their services are modern tools via them a big 

amount of knowledge and data can be transferred. These tools promote new improved relationships between people and 

environment that is necessary for a sustainable natural environment. They also provide benefits for both recipients. Aim of 

this paper is to describe the online app which was constructed within the framework of the project LIFE CliVut (Climate 

Value of Urban Trees) LIFE18 GIC/IT/001217 and the process by which the phenological data is entered into the app.  

Online app (lifeclivut.treedb.eu) is a modern tool, an online database that provides data on the behavior of urban trees in 

climatic conditions via the science of phenology to both experts and citizens. Experts can monitor the behavior of the trees 

and shrubs over the years and they also will detect changes that happens in the urban species immediately. Online database 

app was created to be used as a user-friendly tool for environmentalists, biologists, foresters, urban planners, landscape 

architects, local authorities, aiming to support urban green. This app will help experts to compare data that entered in years 

and derive results that shows the impact of climate change in phenological stages of urban trees. 

KEYWORDS 

Climate Change, Urban Areas, Urban Trees, Online App, Phenology, ICTs  

1. INTRODUCTION 

Green Informatics is a new term in the science of information that describes the utilization of informatics in 

the frame of the natural environment and the natural resources taking into consideration sustainability and 

sustainable development (Andreopoulou, 2012). New technologies have significantly entered our lives and 

online services offer the opportunity for sustainable regional development. Electronic services offered by the 

new Information and Communication Technologies (ICT's), have proved an important decision making tool 

(Kirkenidis and Andreopoulou, 2015). Literature suggests that introducing IT tools into urban design provokes 

a new paradigm that involves new modes of thinking that would increase the quality of the design and  

decision-making process (Al Douri, 2022). The rapid development and global spread of modern information 

and communication technology (ICT) led to the implementation of its applications to agroforestry. One of the 

most important benefits of using ICT is the dissemination of knowledge to extension agencies via appropriate 

information models can be fed back to the international agroforestry community on research or policy making 

level (Andreopoulou et. al., 2011). The benefits of Green Informatics are the reduction of energy consumption, 

the rise of environmental awareness, the effective communication for environmental issues and the 

environmental monitoring and surveillance systems, as a means to protect and restore natural ecosystems 

potential (Andreopoulou, 2012).  Plant Phenology is the scientific study of biological stages, such as flowering, 

leaf unfolding, seed set, and senescence in relation to climatic conditions (Davi et. all, 2011). Environmental 

factors such as temperature and humidity can affect phenological stages (Rousi et. all, 2011). Climate change 
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affects bioclimatic conditions during the growing period of trees (Meier et. all. 2011; Farooq and Meraj, 2016).  

Global warming is disrupting the phenological phases (Paltineanu and Chitu, 2020) The time of leaf 

development, the time of the beginning of flowering, the time of development of fruit, the time of leaf fall are 

the main phenological stages (Davi et. all, 2011).  The recording of the start date of phenological stages and 

relating them to temperature has an important role in plant phenology study (Tiwari et. all 2021). The sensitivity 

of phenology to temperature changes makes it an indicator of vegetation response to environmental changes 

and can be used to monitor the effects of climate change globally (Garcia and Townsend, 2016). As phenology 

is an indicator to detect climate variability and climate change the monitoring of phenophases of species is 

important to extract results for climate change. So, the online app in which the data is entered is an important 

tool that contributes to the processing and extraction of the results. The LIFE CliVUT (LIFE18 GIC/IT/001217) 

project is coordinated for Greece by the Forestry Laboratory of the Department of Forestry and Natural 

Environment of the Aristotle University of Thessaloniki. A key objective of the project is to leverage academic 

expertise to better assess the importance of urban green in climate change mitigation and CO2 sequestration 

dynamics. The project partners are the University of Perugia, the Municipalities of Bologna and Perugia, the 

Italian Institute CESAR and the Portuguese Institute ISG. The main aim of LIFE CLIVUT project is to develop 

and implement a Strategic Management of Urban Green Spaces, with focusing on the mitigation of Climate 

Change, adapted to medium-sized Mediterranean cities. Aim of this paper is to enter the phenological data into 

a database so that it is easier to process them and correlate them over the years as the project provides for 

observation and data entry for at least 10 years.  

2. CLIVUT APP DESCRIPTION 

Online app, a tree database, was constructed via the project LIFE CliVut LIFE18 GIC/IT/001217 and contains 

the data of the monitoring of the phenological stages of the urban trees in the three Phenological Monitoring 

Areas that also was created within the framework of the same project. Each PMAs contains 100 individuals  

(5 per species), 10 species of trees and 10 species of shrubs. The forest species are presented in Table 1. The 

tree database includes: Plant census database which contains the specific dendrometric data for each tree as a 

botanical species, tree height etc. The phenological data carried out by the trees present in the phenological 

monitoring areas (PMA), always identical by a genetic point of view, introduced in the public parks.  

Environmental behaviors of each individual tree species in terms of GHG absorption, particulate matter 

absorption, shadow effect, biodiversity increase. Georeferenced data of the urban green asset available on the 

web by a specific GIS server, based on open source software.  

Table 1. Species in Phenological Monitoring Areas 

 

Trees were planted at a distance of 5m from each other and shrubs were planted at a distance of 4m. The 

phenological stages of the plants were studied from March to December 2021 and throughout 2022 till now.  

For each individual, leaf development, flower development, development of fruit and leaf fall were recorded 

on a weekly basis taking into consideration BBCH scale. BBCH scale as a standard system for describing the 

phenological stages of plant development has been introduced by The Global Phenological Monitoring 

Network (Meier et. all 2009). Zadoks et al. (1974) developed the decimal code, which is divided into principal 

and secondary growth stages. 

 

Trees Shrubs 

Acer campestre Carpinus betulus Spartium junceum Phillyrea latifolia 

Tilia cordata Sorbus domestica Euonymus europaeus Salix caprea 

Quercus pubescnens Alnus glutinosa Berberis vulgaris Cornus sanguinea 

Quercus ilex Fraxinus angustifolia Corylus avellana Ligustrum vulgare 

Prunus avium Populus canescens Sambucus nigra Punica granatum 
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LIFE CLIVUT project has developed an online app which is available in lifeclivut.treedb.eu to increase 

knowledge about the trees in the cities and the awareness of their contribution to the environment and climate 

change mitigation. It is an innovative tool that allows to visualize the trees and their ecosystem contribution. 

The user can map the trees in an area, and with georeferenced information via GPS, including photos, the data 

can be acquired for the plant census. This app allows also to identify the best management techniques to 

maximize the tree climate functions. It reports the climatic and biodiversity value of the trees, for example the 

C02 storage per tree, or the PM10 captured. This reliable operative tool enables: Urban planner to design and 

implement effective Urban Climate Green Assets Strategy valuing all the factors related to environmental 

benefit, climatic effect, and socio-economic impact. Citizens to monitor and manage the private urban green 

area adopting climate-oriented and ecosystem-based approach. This app is available for computers, 

smartphones and tablets and it can be used by experts and citizens. Available application language is English 

and it is operating independent. There are specific instructions for using the application in the official site of 

LIFE CLIVUT project (www.lifeclivut.eu). To insert a tree with the necessary information it takes a little time 

at about 5 minutes. Till now 10 census areas of Thessaloniki exist in the database (Figure 1). There is 

information for the trees in the parks such as dendrometric characteristics, CO2 absorption. The user can use 

other applications in order to recognize the species. Also, is easy to delete the tree in case wrong information 

was entered. The phenological data of the monitoring in the three PMAs can only be entered by experts.  

To insert phenological data of trees that exist in other areas, citizens must be trained. The time required for a 

complete training is about 3 hours. Till now about 200 citizens attended educational seminar about the 

application. It is expected that more than 10.000 citizens will participate to the plant census. Application related 

to the planting and management of trees in urban areas in the three countries. In this paper the input of 

phenological data is described. The home page of the online app is shown in Figure 2. 

  

  

Figure 1. Census areas in Thessalonik  Figure 2. Home page of the online app 

Then, we choose the PMA that we want to insert the data. There are two options: PMA and PMA list  

(Figure 3). The species appears in the left side. We choose the date and the species that we want to insert the 

data of the monitoring and then, we insert the data in the right stage  (Figure 4 and 5). After, after entering the 

data of the monitoring of the species the information of the phenological montitoring is shown in aggregate for 

each species (Figure 6). 

 

Figure 3. Options PMA and PMA list 

 

Figure 4. Trees and shrubs list 

 

Figure 5. Stages of species on specific dates 

 
Figure 6. The data of  the monitoring of trees and shrubs 

aggregated 
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3. CONCLUSION 

In the LIFE Clivut web app the data from the phenological monitoring in the three PMAs are entered. The 

growth of trees and shrubs is clearly visible via the online app. This app shows the phenological stages of each 

species and provides the possibility for correlations and processing of the data depending on the climatic 

conditions. Decision making process is an important activity especially in designing of urban green spaces. So, 

a special attention has to be paid when making decisions in designing open green spaces in urban areas. Once 

the app is installed in a portable device, it is easy to be used. Therefore, end users of the app are not IT 

specialists, they do not need to have advanced computer literacy, as the app is especially designed to serve their 

needs and data registration is facilitated with pre-designed input boxes, with drop down menus of options. 

Thus, ICT could improve the decision-making in this sector.  
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ABSTRACT 

New technologies have significantly entered our lives and online services offer the opportunity for sustainable regional 

development. Electronic services offered by the new Information and Communication Technologies (ICT's), have proved 

an important tool in efforts to disseminate e-learning in modern education during the pandemic especially in confinement.  

E-Learning is the delivery of learning and training via digital resources. E-Learning is based on formalized learning and it 

is provided through electronic devices such as computers, tablets and even smartphones that are connected to the internet. 

The global pandemic has drastically changed the way that people learn worldwide. Citizens, experts, students from all 

around the world have suddenly shifted from classroom learning to online learning. This type of learning that is independent 

of place and time, extends learning to people around the world. This paper describes seminars that took place online in the 

framework of LIFE CLIVUT project (Climate value of urban trees-LIFE18 GIC/IT/001217).  

KEYWORDS 

E-Learning, Green Development, Tele-Education, Social, ICTS 

1. INTRODUCTION  

According to the rapid change in technological progress and the globalization trend in education, new methods 

and perspectives such as E-learning have opened to educational practice (Hassan Ja'ashan, 2020). E-learning 

refers to the learning that utilizes electronic technologies to access educational curriculum outside of a 

traditional classroom (Al-Atabi and Al-Noori, 2020).  

The electronic services provided by the new Information and Communication Technologies (ICT's). They 

are an important tool in efforts to disseminate the electronic learning (e-learning) in modern education. The 

new technologies have entered our lives dynamically and online services are the lever for sustainable regional 

development (Andreopoulou, 2008; Kirkenidis and Andreopoulou, 2011).  The extreme development of 

technology and the trend of continuing education in all fields make the tele-Education one of the highest form 

of modern education (Kirkenidis and Andreopoulou, 2011). Distance learning is a modern field of education 

that focuses on teaching methods and technology with the aim of delivering teaching, to students, citizens, 

experts who are not physically present in a traditional educational setting. It has been described as "a process 

to create and provide access to learning when the source of information and the learners are separated by time 

and distance, or both” (Bušelić, 2017). The pandemic created new challenges and caused disruption in the 

Education sector. The face-to-face teaching replaced by E-learning (Bashir et. all., 2021). As a result, the higher 

education market has become increasingly competitive with the addition of distance and open education models 

(Cunha et al., 2020). 

E-learning is a tool via it the direct transmission of knowledge is provided, without spatial limitations 

(Kirkenidis and Andreopoulou, 2011). In recent years, the countries need to adopt a new development model 

for them∙ a development model that serves people and their real needs. E-learning is a promising educational 

medium and a new teaching methodology that contributes to effective student learning  

(Encarnacion et. all., 2021).  

Green development is a proposal for a new kind of pioneering development, where the environment and 

quality is not a parameter or another industry policy, but the main axis and basis of an innovative and alternative 

development plan of a country in the global socioeconomics (Andreopoulou et. al., 2006). One of the main 
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advantages of using ICT is the dissemination of knowledge to extension agencies through appropriate 

information models can be fed back to the international agroforestry community on research or policy making 

level (Andreopoulou et. al., 2011). Also, electronic services offered by the new Information and 

Communication Technologies (ICT's), is important decision making tool (Black, 2002; Koutroumanidis and 

Andreopoulou, 2009; Kirkenidis and Andreopoulou, 2015). Expect for e-learning, during the pandemic the use 

of social networks increased. Social media are interactive Internet applications that facilitate creation, curation, 

and sharing of user-generated content (Davis, 2016). Social media during the pandemic played an important 

role in dissemination of information across the world (Demuyakor, 2020).  

The LIFE CliVUT - Climate value of urban trees (LIFE18 GIC/IT/001217) project is coordinated for 

Greece by the Forestry Laboratory of the Department of Forestry and Natural Environment of the Aristotle 

University of Thessaloniki. A key objective of the project is to leverage academic expertise to better assess the 

importance of urban green in climate change mitigation and CO2 sequestration dynamics. The project partners 

are the University of Perugia (Università degli Studi di Perugia - Dipartimento di Ingegneria Civile ed 

Ambientale), the Municipalities of Bologna and Perugia, the Italian Institute CESAR (Centro per lo Sviluppo 

Agricolo e Rurale) and the Portuguese Institute ISG (Instituto Superior de Gestão, ENSINUS-Estudos 

Superiores SA). The main aim of LIFE CLIVUT project is to develop and implement a Strategic Management 

of Urban Green Spaces, with focusing on the mitigation of Climate Change, adapted to medium-sized 

Mediterranean cities. Both its planning and its implementation will be based on participatory processes, 

between the local government, scientists, professionals and citizens. During, the pandemic seminars took place 

online that many experts, students, citizens and stakeholders attended them. Also, the LIFE CliVUT project 

has a website (www.lifeclivut.eu) and pages in social media to inform citizens, students and stakeholders on 

issues related to climate change, urban greening as one of the main purposes is to increase awareness.  

2. E-LEARNING COURSES 

In the framework of the action C.1.1 ‘Urban planners capacity building’ of the European LIFE program 

LIFE_CLIVUT_LIFE18 GIC/IT/001217 the laboratory of Silviculture, Department of Forestry and Natural 

Environment, Faculty of Agriculture, Forestry and Natural Environment, of the Aristotle University of 

Thessaloniki, have organized four 4-day online courses via platform ZOOM. These educational seminars 

addressed both at experts and at students were foreseen by the project by physical presence. Due to confinement 

the educational seminars carried out online. The positive point of this process was that that experts and students 

from all over Greece attended the training seminars who otherwise would not have been able to attend.  

The first step of the planning process is the construction of a deep Knowledge of the existing situation 

(structure, performance, location, ownership and accessibility of green spaces) and the awareness in these 

actors of the existing and potential contribution of green spaces to the mitigation of Climate Changes in Cities 

and to citizen well –being. The capacity building will be based on:  short basic courses (8 session of 4 hours 

each. Each session had a different topic) managed by professors and researchers of the university and with the 

engagement of international lecturers: urban tree dendrometric and phenological characteristics and function 

in urban environment the ecosystem approach in urban planning, management technics and planning rules 

improving the environmental and climate performance of urban trees, How to plan and manage urban green 

asset through Urban Green Asset Management System. Experts, students and citizens attended the courses.  

The 2-day online courses ‘Urban Planners capacity building for designing and implementation of Urban 

Climate Green Asset Strategy’ addressed to experts and the other 2-day online courses ‘Climate Value of Urban 

Trees’ to citizens and students. In total 150 people attended the online courses (Figure 1). The lectures 

presented their subject in Greek language. 
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Figure 1. Online courses in the framework of Action C.1.1 

In the context of the action C4.1 “Business awareness’’ of the European LIFE program 

LIFE_CLIVUT_LIFE18 GIC/IT/001217, the laboratory of Silviculture, Department of Forestry and Natural 

Environment, Faculty of Agriculture, Forestry and Natural Environment, of the Aristotle University of 

Thessaloniki, have organized four 4-day online courses through ZOOM platform. The aim was to increase the 

awareness of the different business sectors that present in the urban areas regarding the benefit for their business 

and for the Urban Community to actively participate in the Urban Climate Green Asset Strategy planting and 

maintaining trees in private places also for public use. According to action C4.1 “Business awareness’’ For 

business, sustainability and in particular Zero Emissions strategy can mean greater competitiveness and 

represents a continuation of its inevitable drive towards efficiency. The importance of this Strategy increases 

where there is local shared strategy promoted by local authorities and by citizens. This sub-activity is finalized 

to increase the awareness of entrepreneurs on the benefit of a more sustainable behavior and in participating in 

the Urban Climate Green Asset Strategy as a mean to exchanges their mission with the sequestration capability 

of new planted trees. 

The courses were divided into four groups according to the four sectors (retail, industry, transport, tourism). 

The courses took place on November 30th & December 1-3th 2021. All groups carried the title: ‘‘The Role of 

Corporate Social Responsibility in Climate Change and Urban Green Management’’, mainly for the businesses 

of Greece. 90 people attended the seminars (Figure 2). The seminars were uploaded in Greek language to the 

YouTube where everyone can watch them. 

 

  

  

Figure 2. Online courses in the framework of C.4.1 
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3. CONCLUSION 

The extreme development of technology and the trend of continuing education in all fields make the e-learning 

(tele-Education) the highest form of education. The services and goods was available through the Internet and 

other forms of data transmission, especially during the pandemic. The perfect organization, design, 

development and completion by a full team of associates present the needs and the professionalism needed for 

running online courses. This professionalism is linked inextricably with the evolution of technology and the 

offered solutions. The online courses that took place in the framework of LIFE CliVut project promoted the 

environmental awareness during the pandemic as many people had the opportunity to attend them. The new 

web technologies and their applications in e-learning are the tools for broad dissemination of knowledge 

without spatial and temporal constraints. The participants liked the educational seminars as evidenced by their 

participation in subsequent activities.  
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ABSTRACT 

The State of Amazonas has one of the most modern industrial and technological centers in Latin America. As a result, the 

search for skilled professionals for this job market is constantly growing. It is believed that STEAM teaching is an important 

tool to improve engagement, creativity, innovation, problem-solving skills, and other cognitive benefits generating more 

skilled professionals in the technology market. One approach that can be applied to STEAM teaching in schools is 

collaborative learning through maker culture. From mobile labs the STEM Academy Project takes STEAM teaching to 

high school students in public schools in the state of Amazonas. In the courses taught, collaborative learning is also applied 

in order for students to understand topics such as basic electronics, robotics, and programming, thus stimulating  

students' social skills and shared mutual learning, and attracting them to degree courses in STEAM fields. 

KEYWORDS  

Maker Culture, Social Skills, Cognitive Benefits, Mobile Labs 

1. INTRODUCTION 

The State of Amazonas is a Brazilian state located in central Amazonia. It is home to one of the most modern 

industrial and technological centers in Latin America, the Industrial Park of Manaus. As a result, the demand 

for qualified professionals to work in this market is constantly growing. It is believed that a tool that can train 

skilled professionals to work in this job market is STEAM education.   

STEAM (Science, Technology, Engineering, Arts, and Mathematics) education has emerged as a new 

pedagogy in response to the need to increase student interest and skills in Science, Technology, Engineering, 

and Mathematics (STEM) (Quigley, Herro, & Jamil, 2017). STEAM education merges the arts with STEM 

subjects with the goal of improving engagement, creativity, innovation, problem-solving skills, and other 

cognitive benefits and to enhance employability skills (e.g., teamwork, communication, adaptability) needed 

for career and economic advancement (Root-Bernstein, 2015; Perignat & Katz-Buonicontro, 2018).  

As STEAM grows in popularity in schools, pedagogical models and approaches are proposed to employ this 

teaching methodology in these settings.  

One approach that can be applied to STEAM education in schools is the maker culture. The maker culture 

has the potential to promote collaborative learning in education in formal and non-formal spaces, providing 

practical situations in which students are the protagonists in the construction of their own knowledge and the 

teacher is the mediator of this process, whether technological or manual. These spaces, whether in a school 

environment or not, awaken skills such as creativity, proactivity, teamwork, and manual skills in students 

and/or users, which are fundamental for the formation of citizens with a holistic and complete view of the 

universe around them (Medeiros et al, 2022). Therefore, this work aimed to employ collaborative learning in 

STEAM teaching for public high school students. 
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2. METHODOLOGY 

With the search for more qualified professionals for the technological market, the STEM Academy project, 

developed by the Amazonas State University (UEA), has as one of its goals to take STEAM education to high 

school students from low-income schools in order to awaken their interest in science, technology, engineering, 

arts, and mathematics.  

Courses are offered in mobile laboratories based on the maker culture. The Project's Mobile Laboratories 

are trailer-like structures transformed into Maker spaces and equipped with smart TVs, laptops, smartphones, 

3D printers, laser cutters, among other electronic components and tools, and have a maximum capacity  

of 40 students simultaneously. The laboratory structure has 8 tables so that group activities can be developed 

(Figure 1a). 

During the courses, which last one week, the participants learn concepts of microelectronics, robotics, 

programming, and Industry 4.0, when they build, along with the monitors, prototypes that simulate a  

semi-autonomous assembly line. First, classes are given on basic concepts about microelectronics, robotics, 

programming, and Industry 4.0. After that, collaborative learning is employed. Groups are formed where 

students are encouraged, through group activities, to solve challenges such as assembling a traffic light using 

Tinkercad software, printing parts in 3D printers for use in later projects (semi-autonomous assembly) and 

encouraging teamwork. 

3. RESULTS 

During group activities it is possible to verify the mutual shared responsibility, where everyone is responsible 

for the success or failure of the group. The engagement of students in solving the proposed challenges 

demonstrates teamwork and the sharing of knowledge. In these activities, they learn to relate to their peers, 

understand the opinions of others, and make decisions together. The proposed challenges make the students 

seek knowledge outside the maker environment, bringing solutions and ideas for the development of the 

activities. In this way students end up promoting collaborative learning because they are encouraged to develop 

the activities and challenges proposed during the course and characteristics such as autonomy, initiative, and 

leadership skills are observed. 
 

 

Figure 1. A: Internal structure of the mobile laboratory; B: Group activity stimulating collaborative learning 

In the last 8 months, the project has already assisted and certified approximately 1000 high school students, 

who, through their activities after the course, such as school activities in makers rooms and participation in 

events that involve the STEAM themes, it is possible to identify the interest these students have in the areas of 

science, technology, engineering, arts and math, developing indispensable skills for the job market, such as 

leadership, proactivity, and technical conditions to deal with technology. Another result we obtained with the 

course was the approval of students who took the course through the STEM Academy Project in undergraduate 

courses in the STEAM area at the Amazonas State University (Figure 2). Of the courses taken in December, 

106 students were certified. Of these 106 students, 32 were approved at the University of the State of 

Amazonas, 15 of them in STEAM area courses, this shows a 47% conversion of the students who were 

approved heading towards the STEAM area. 
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Figure 2. Students who entered the Amazonas State University and took the STEM Academy Project course 

4. CONCLUSION 

Thus, collaborative learning employed in maker culture through collaborative methodology in STEAM 

education becomes an important tool to improve engagement, creativity, innovation, problem-solving skills, 

and other cognitive benefits that will help students in the state of Amazonas to develop and be prepared for the 

complexities of today's world and to assume a leading role in the technological landscape, as well as direct 

them to graduate courses in STEAM areas. 
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ABSTRACT 

The present work aims to address the impact of STEAM teaching in public school students through an online course of 

basic robotics. Considering the increasing use of automation in Industry 4.0 in the city of Manaus, it is of utmost importance 

the process of training students who enter the academic context through a free and online course, which merges concepts 

of everyday life with topics from the universe of robotics, in order to bring students closer to this reality, as well as serve 

as a facilitating tool in the learning process. 

KEYWORDS 

Robotics Course, STEAM Education, Video Lessons 

1. INTRODUCTION 

In view of the advances in technology and their consequences on society, robotics has a great impact on 

sociocultural aspects. According to Schiavicco and Siciliano (1995), robotics is designated as the scientific 

mechanism in which the study of robots and the dynamics of the human relationship with robotic apparatuses 

is allocated. Robotics, in turn, elucidates its innovations in several fields, either by adapting certain employment 

modes or by creating new ones; in medicine, where doctors perform delicate surgeries at a distance; in war 

conflicts, and even in domestic use, as well as in social relations, besides the extensive use of robots on the 

factory floor, which, in turn, perform repetitive and precise tasks. 

Continuing the exposed principles and entering the facilitating factors linked to the use of robotics in the 

teaching and learning process, Zilli (2004) says about the educational character of robotics, which is aligned 

in the extension and elaboration of valences estimated within the learning scenario, such as: The manual and 

aesthetic skills, the nuances of logical reasoning, the intrapersonal and interpersonal connections, the 

integrative elements of elaborative concepts acquired in the most diverse areas of knowledge for the 

constructive development of projects, as well as the investigation and understanding of representative nuances 

of communication. 

In allusion to the structures arranged by the use of technological tools, it is worth mentioning to elucidate 

in a practical way, according to Brazil (2017), the Industrial Pole of Manaus (PIM), located in the city of 

Manaus, situated in a strategic area region, in the central axis of the Amazon, configuring itself as one of the 

most modern industrial and technological poles of all Latin America, currently bringing together more than 

500 cutting-edge industries, concentrating on the margin of the optics of the growth of technological practices, 

with a view to greater market complacency in the production orders and maintenance of existing structural 

processes. Thus, establishing a dynamic demand for skilled professionals, with tendencies to increase this 

dynamic in relation to the demands presented by the market. 

With this, the course 'Basic Robotics and Industry 4.0 Concepts' makes use of the precepts of everyday life, 

together with the topics of robotics, in order to facilitate learning and bring students into this reality, through 

classes and real-life situations associated with the course content. 
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2. METHODOLOGY 

Within a modern context, it can be evidenced that the demand for qualified labor is becoming increasingly 

assiduous, thus, this course aims to provide high school students through free online classes available on 

YouTube, in order to make accessible the convergence of socially esteemed knowledge.  

Based on these elements, the course has as content subjects related to programming and basic robotics using 

programming tools in blocks by the Blockly platform, as well as expanding the conceptual notions involving 

Industry 4.0. The learning capital generated through the expository lectures ranges from the fundamental 

understanding of introductory concepts of the elaboration and systematic operation of everyday robotic 

functions to the explanation about the programmatic structuring in blocks. The didactics employed is 

configured as a great differential of the course, in which, in all classes, associations of the contents presented 

are made with situations analogous to the real ones of everyday life, with the insertion of examples inherent to 

the contexts currently experienced, with a basic principle of facilitating the students' understanding, allowing 

a more qualitative and assertive learning dynamic.  

Following the above guidelines, the course was taught by students from the Amazonas State University 

(Figure 1), with a workload of 10 hours, with a certificate available after the conclusion of the course. To obtain 

the certificate it is necessary that the students attend and assimilate all the classes and subjects taught, 

performing at the end a questionnaire through the Google Forms platform, which provides an evaluation with 

multiple choice questions with a maximum score of 130 points, being necessary to reach 70 points to receive 

the certification. 

 

Figure 1. Recordings from the online course 

3. RESULTS 

The results related to the number of students enrolled and certified in this course are available in table 1. 

Table 1. Status and number of students participating in the course 

Status Quantity 

Enrolled students 310 

Certified students (approved) 

Failed (dropouts) 

158 

152 

 

Upon completion of the course, it was possible to observe that 310 students attended all classes, while 

 158 students were certified. As this is an online course, the numbers found were classified as satisfactory, with 

respect to possible difficulties encountered during the course. 
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According to Santos & Silva (2017) the evasion of students in online technical courses can reach up to 

75%. The course presented here showed an evasion rate of less than 50%. 

4. CONCLUSION 

In this way, it is evident the great value of the contents addressed throughout the methodological process of 

the course, which addresses various areas of technology, through the introduction to the constructs of robotics 

and its inferences within the educational parameters, as well as the social results. It is possible to notice that 

the inherent course seeks to establish a certain academic bond with the high school students, configuring 

proximity bonds with the theoretical and practical processes of topics related to technology, which are not very 

frequent in the conventional high school contexts.  
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ABSTRACT 

The work brings as a discussion the viability of technological advancement in the spheres of educational applications, 

validating the practices of using the creation of content in video format for teaching and learning the STEAM theme. Thus, 

the STEM academy, a project run by the Amazonas State University, aims to reach high school students using social 

networks as a teaching tool for this theme through videos that pique the interest of these young people. According to the 

restructuring moment experienced in the spheres of education not only in Brazil, but throughout the world, there is a need 

to search for a way to disseminate the m STEAM approach, such as creating videos for social networks, a communication 

tool widely used by young people. The results of this way of disseminating the STEAM theme have allowed for a better 

way of valuing the teacher as a whole, besides enabling the improvement of working conditions, along with teaching, and 

also the application of new teaching methods to teachers. In conclusion, it is understood that the insertion of new 

technologies enables the full development of the teaching-learning process, thus bringing possible improvements in 

education excellence and better working conditions. 

KEYWORDS 

Social Media, Videos, Learning, STEAM 

1. INTRODUCTION 

Education has changed over time, and so have some teaching models. Thus, there was a need for new 

configurations in the ways technologies were applied so that there would be less distance between the teacher 

and the student. The sudden change from face-to-face teaching to remote teaching can prove to be one of the 

most complex tasks for teachers and students. However, digital technologies can be used in educational 

activities as long as teachers are also open to new teaching models; and aware of the numerous possibilities 

offered by technological resources (MELO and MAIA, 2019). Thus, it is necessary that the applicability of 

digital technologies in the development of this learning process be increasingly interconnected with the 

teaching mode. This becomes challenging because most Brazilian schools and colleges face such a dilemma.  

Nowadays, most people own cell phones, which enable them to access social media and become an allied 

tool for teaching. Such a tool can be applied in different approaches, including the STEAM (Science, 

Technology, Engineering, Arts and Math) approach.   

So, in order to arouse the will of young people to know more about this approach, one has as a strategy the 

creation of content in video format for social networks, as a way to attract the viewer (high school students). 

Thinking about this approach, the STEM Academy (project developed by the Amazonas State University), 

through the Attraction Pillar (one of the pillars of the project that aims to reach high school students), uses the 

creation of video content to introduce these young people to the STEAM world, bringing content that is 

interactive, intriguing and fun, showing that the areas of technology and engineering are more accessible and 

interesting than one might imagine. 
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2. METHODOLOGY 

The STEM Academy project has as one of its objectives to attract new students to courses involving the 

STEAM area (Science, Technology, Engineering, Arts and Mathematics). In this aspect, one of the strategies 

employed is the dissemination of the STEAM approach through social networks. As a mechanism to attract 

these young people is the creation of content in video format, being these, videos of curiosities, videos of 

reactions, and educational videos, mixing with everyday things, making fun the knowledge about the STEAM 

theme, showing more about the experiences of how the university life is, so that high school students feel 

lighter when they eventually enter this world.      

To create these videos, first we search for content that involves the STEAM theme. After this search, the 

process of script assembly begins. This process is important because in it we can evaluate the best way to 

deliver the content with quality to the viewers. After the creation of the script, we move on to the video 

production and recording process. For the recording we use equipment such as: camera, microphone, lighting, 

software that helps capture the audio and create the scenery. After recording the video, the post-production 

process begins, which is the audiovisual editing. The last step is to post the video on the social network. All 

these steps can be observed in a flowchart shown in Figure 1. 

 

 

Figure 1. Flowchart of steps for video creation 

3. RESULTS 

Analyzing the last 6 months of video posts in one of the social networks of the STEM Academy Project 

(August/2022 to January/2023) 66 videos involving the STEAM theme were created (Figure 2a). From these 

posts it was possible to observe that the involvement of students with access to these themes has been extremely 

important for the continuity of the contents created in video, the feedbacks are always positive to those who 

didn't even have the basic knowledge of this area, thus encouraging them to experience this universe that is 

little talked about in the classroom. As an example, we can cite a post about a curiosity about the world's first 

train, reaching 15100 views (Figure 2b).  

With the results obtained, it was possible to observe how this tool can help the dissemination of the STEAM 

theme reaching young audiences. It can also be observed how the technological tools for creating the videos 

helped to achieve the proposed goal. 
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Figure 2A. Social Network feed with the produced videos 

2B. Comments on the videos indicating the identification of the content with young people 

4. CONCLUSION 

From this study it was possible to verify that the technological tools associated with the STEAM approach 

provide better knowledge retention and stimulus to individual learning, providing collective and teacher 

support in the preparation of classes, making them more attractive. Therefore, the STEM Academy Project 

included this tool as a teaching disclosure, thus reaching the target audience, the youth and teenagers. The 

videos meet this demand, helping in the implementation of STEAM in schools by providing students access to 

sources of information and promoting questions about the world we live in. At the same time, STEAM aims to 

promote a sense of curiosity. Videos also help in this aspect, as they are tools capable of turbocharging the 

methodology because, using engaging narratives, they help students identify new interests and become critical 

thinkers. and, in this way, all that is needed is access, understanding, and the proper application of the subject 

to which it needs to be addressed. 
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ABSTRACT 

The present work seeks to find a suitable process for the prospection of content intended for STEAM areas, which have 

simple and efficient steps to be used in a development project located in the Amazon. Taking advantage of social media 

as a means of propagation of this educational content, one tends to carefully and cautiously choose topics that are 

attractive and that convey veracity in their posts. Therefore, the care that must be taken in the process of searching for 

this content and in its stages is of paramount importance and becomes decisive to achieve your goal. 

KEYWORDS 

Social Media, Content, Teaching, STEAM 

1. INTRODUCTION 

The STEAM methodology is a movement that proposes an education based on five specific disciplines 

(science, technology, engineering, arts, and mathematics), integrated in an innovative interdisciplinary 

approach. In this sense, D’Ambrosio (2020, p. 155) states that the STEAM approach favors broad 

appropriation of the subjects about the concepts of the components that compose it and, therefore, "(...) it is a 

transdisciplinary and transcultural proposal for Education". The search for an efficient and dynamic tool to 

disseminate STEAM content to young people and teenagers becomes indispensable. One of these tools that 

can be used are social networks. 

Social networks are one of the most effective and widely used means of communication in the 21st 

century. For Torres (2009, p.44) "the internet is a network of millions of people, from all social classes, who 

search for information (...), interact and interfere in any and all activities related to society and business" and 

with this immense variety of applications, it has become over the years an ally of student education. The 

process of inserting virtual learning through digital channels is growing on a large scale. For Leopoldo  

(2015, p.13) "Online learning opportunities and the use of open educational resources and other technologies 

can increase educational productivity by accelerating the rate of learning." 

Taking advantage of social media as a means of propagating this educational content, one tends to 

carefully and cautiously choose topics that are attractive to this audience. Thus, prospecting, which originates 

from the Latin "prospectione" and means the action of prospecting and researching something, is a means of 

selecting the content that is posted on social networks, that is, seeking differentiated subjects and ideas in 

articles, websites, and network pages to achieve a set goal regarding the creation of content. 

 The way in which subjects are researched and their transformation into a post for the internet is given in 

a systemic way and divided into steps for the proper functioning, validation, and verification of these 

contents. So, this work aimed to find a more appropriate process for the prospection of content that will be 

used in the social networks of the project is a case to be studied exclusively. 
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2. METHODOLOGY  

The content prospection process was developed and discovered through field research with people from the 

STEM Academy project's social media team. The STEM Academy is a project of the Amazonas State 

University (UEA) and has as one of its goals to increase the interest of high school students in STEAM 

(Science, Technology, Engineering, Arts and Mathematics) degree courses. One of the project's social 

networks is called ManoSTEM, in which all the content aimed at teenagers is posted. 

For the development of the prospecting process, a mapping of opinions, suggestions and ideas for the 

creation of each stage was done through a brainstorm with all team members. From the ideas a flowchart of 

the stages of this process was developed (Figure 1). Finally, the collected data were equated and 

consolidated, thus determining the effectiveness of the process through the results of the conversion of 

content into posts from the prospection carried out. 

 

 

Figure 1. The ideal process found for content prospecting 

Having ideas for content is the first step of the process, thinking of interesting subjects or that are on the 

rise at the moment and that involve STEAM is the first step, with this we begin the bibliographic research on 

websites and articles, to prove the scientific nature of this idea. The validation of the information is given in a 

referential way based on what was found in the previous step, always checking two or more sources to ensure 

the veracity of the information is fundamental. The phase of presenting the content to the team is crucial for 

the good progress of the posts, to check if everyone thought this idea was cool, if it is feasible to use it, and if 

everyone agrees with the content presented. After the team's approval, a script is created for a possible 

educational video or digital art about the subject, where the format of the post is designed. 

3. RESULTS  

The predetermined process was used for 2 months. It was possible to observe the change that happened in 

content prospecting when compared to the previous scenario. During this period about 95 types of  

STEAM-themed content were prospected, and of this number about 57 were used as posts on the project's 

social networks, distributed between videos and digital arts. In relation to the previous scenario of this 

methodology, with the same number of 95 prospected contents only 32 were used for posts (Figure 2). 

Therefore, from these results one can observe an increase of approximately 30% in the use of the content 

found through the proposed process, with this process being more assertive in terms of relevance and 

transformation of the researched subjects into posts for the social networks, thus showing its effectiveness for 

use in the studied social network. 

With a high rate of utilization of the researched content, the rework time decreased and consequently its 

frequency. The number of assertive subjects that fit into the editorial line of the ManoSTEM social networks 

increased, consequently the engagement in the posts was proportional to what was expected. The contents 

presented a high rate of acceptance by the followers, reflecting directly in the number of likes and comments 

that were made. 
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Figure 2. Presentation of the scenarios before and after the use of the process found 

4. CONCLUSION  

Therefore, it is noted that the process of content prospection found for use in one of the STEM Academy 

project's social networks proved to be effective and efficient to the proposed objectives. With this process it 

was possible to obtain an increase of posts up to 30% in the prospected content, thus reducing the time of 

rework, increasing the rate of acceptance of the content, and generating greater engagement in the project's 

social network.  
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ABSTRACT 

The work in question aims to apply STEAM education in social networks through geek content, aiming to improve the 

acceptance and learning of physics, mathematics and science among high school students. Short videos and posts to 

social networks using geek-themed movies and series, mixing science fiction with real concepts, will be applied and 

evaluated in order to verify the degree of acceptance and learning of high school students about the topics addressed, 

through associations and allusions to geek content and the real world.  

KEYWORDS 

Social Media, STEAM, GEEK, Physics, Mathematics, Science 

1. INTRODUCTION 

STEAM (Science, Technology, Engineering, Arts, and Mathematics) education emerged in response to the 

need to increase students' interest and skills in Science, Technology, Engineering, and Mathematics (STEM) 

fields (Quigley, Herro, & Jamil, 2017). Learning basic concepts of physics, math, and science through 

theoretical textbooks with fancy language is not appealing to young people in today's. Given the world they 

are immersed in, with the amount of technology available, it is increasingly difficult to continue with 

somewhat archaic and monotonous teaching methods. The STEM Academy project, a partnership between 

Samsung and the Amazonas State University, has as one of its goals STEAM education for high school 

students in Amazonas and uses social media as a tool for outreach.  

Social networks are groups of Internet applications built on the ideological and technological foundations 

of Web 2.0, and that enable the creation and exchange of User Generated Content (UGC) (Kaplan Andreas 

M., Haenlein Michael, 2010). Social networks have assumed gigantic proportions in the last decades in 

modern society due to their high capacity to propagate a large amount of information enabling 

communication and bringing science closer to society. Targeting young people, who end up spending many 

hours on social networks (Instagram, TikTok, etc.), and with this consume a lot of content, among which can 

be mentioned the geek content, which focuses on science fiction movies (Star Wars, Star Trek, Marvel 

Cinematic Universe, DC). Therefore, this study aimed to insert Geek content to promote STEAM teaching in 

social networks. 

2. METHODOLOGY 

The social network @manostem is one of the STEM Academy Project's social networks dedicated to 

promoting STEAM education to young people and teenagers. This social network is used to post information 

about the project, online and on-site courses, content about university entrance exams and STEAM 

education. For STEAM education, strategies are devised to attract these young people. One of these strategies 

is the use of geek contents. 
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The use of geek contents that are part of this world in which they are immersed, through series and 

movies, is used, trying to make an association to teach theoretical concepts of science, physics, and 

mathematics in a didactic way and with a language they are already used to. Thus, the short videos (reels) in 

which the themes will be merged, explaining how physics applies or not, in these science fiction scenarios.  

The contents covered in the videos, are prospected through websites, science magazines, science 

channels, among others. These contents go through a selection process in which the most appropriate ones 

are chosen. Then, the scripts are developed with the objective of retaining the maximum attention of the 

followers. As a tool, the mental triggers are added, which are tools of persuasion used to keep the 

interlocutors in the first 3 seconds of the video, then the scenario is set up for the recording that is thought to 

refer to the subject matter, using panels and led lights to create the best environment and increase quality, and 

then the recording is made. After going through all the previous process, the video goes to editing, in which 

changes will be made to make it even more attractive, which is done with the use of images, sound effects, 

visual effects and various other graphics resources. The video when completed goes to the post on social 

network entitled as @manostem on Instagram and thus delivered to the public of these contents. 

3. RESULTS 

The possible contents that went through the funnel phase (selection) were prospected, where we obtained 

those that would be used to make short videos or posts that went to the social network page on Instagram 

(@manostem), so that we could get the results, if it was accepted or not by the public. 

An example of content created would be to associate the high speed of flash, a DC Comics character who 

has super speed, and physics in the real world, explaining how kinetic energy works and what are the 

consequences of a human being reaching 98% of the speed of light. The video got a total of 1564 views and 

84 likes, a satisfactory amount considering the amount of followers of the page, which is 3000 thousand 

followers. 

Another example was that of Spiderman, a character from the MCU (Marvel Cinematic Universe), which 

aimed to demonstrate if Spiderman's spear could stop a train, using physical concepts and comparing the 

materials of the spear with steel. The video got 8942 views and 261 likes, more than satisfactory numbers. 

 

 

Figure 1. A: Flash Video   B: Spiderman Video 

 

The results were quite significant taking into account the number of views and likes that the videos 

obtained. Proving that this approach to content has an adhesion and much greater among young people and 

teenagers, and also that association can be very significant to better introduce STEAM teaching to these 

students. We can evaluate this performance, through the views of 8 contents that were posted in the month of 

A B 
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December 2022, 4 of them being geeks and the other 4 non-geeks, which were arranged in a table, and then a 

comparison was made between the contents as shown in the graph below: 

 

 

Figure 2. Geek and non-geek content comparison chart 

The graph shows the progression of each content that was posted. Videos 1, 2, and 3 had a similar 

progression when compared to non-geek content, they had a growth of approximately 62%. Content 4 had a 

much higher performance, when compared to non-geek content it had an 897% growth. This result of the last 

video is due to Instagram, which, realizing that the video got more views than usual, delivered it much more 

on the platform, raising this significant number. 

4. CONCLUSION 

Therefore, its use in the geek content application method can be very useful, because it allows a much greater 

absorption and in a more effective way, due to the high habituation to the subject by young people who are in 

high school and who consume a large amount of information through the media, learning concepts of 

physics, mathematics or science in a faster, more didactic and fun way, and with the passage of time, it can 

become as habitual as watching a simple video or seeing a simple post. 
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ABSTRACT 

In relation to simulation-based health professions education (SBHPE), mobile learning offers new ways of developing 

clinical skills and is becoming a key component of how we teach and learn across the spectrum of learners. Learners 

typically practice hands-on clinical skills within simulation laboratories posing two issues that highlight the need to 

consider another SBHPE model: (1) logistical and financial barriers lead to restricted access, and (2) on-the-go learning is 

preferred by many learners. This proposed work-in-progress describes the development of GEN2GO, a mobile, 

decentralized model of SBHPE that offers learners the opportunity to practice clinical skills outside of these simulation 

laboratories. This model of mobile learning is based on a previously developed and tested web-based learning management 

system called the Gamified Learning Management Network (GEN) which promotes collaborative learning by empowering 

learners to participate in online educational activities via incorporating gamification. An important component of GEN 

includes the upload of video recordings by learners. However, bandwidth and connectivity issues experienced by some 

users with mobile devices, resulted in low uptake rates by the learners on a mobile platform. To address this problem, the 

mobile application GEN2GO was designed which allows learners to trim and recompress the video locally before uploading 

to GEN. GEN2GO is currently available on TestFlight for iOS users, and after completing ongoing pilot tests and 

modifications with stakeholder groups, we intend to expand GEN2GO into a fully functional application with access to all 

of GEN's features. In the future, we intend on incorporating crowdsourcing into GEN2GO to support peer-assisted learning 

as well as investigating the relative advantage of including content experts in feedback. 

KEYWORDS 

Health Professions Education, Hands-on Skills, Just-in-time Learning, Mobile Application, Learning Management System, 

Gamification 

1. INTRODUCTION  

Mobile learning is becoming a key component of simulation-based health professions education (SBHPE), 

where it is defined as the use of a simulative aide to replicate clinical scenarios for educational purposes acting 

as an adjuvant to clinical training (Al-Elq, 2010), offering new ways to develop clinical skills. To date,  

hands-on clinical skills, such as suturing, knot tying, and injection, have been taught in simulation laboratories 

(Dilly & Baillie, 2017; Al-Elq, 2007). These laboratories are experiential classrooms where learners practice 

in an environment that offers the practicality of a clinical setting without the risks to patient safety. This is 

referred to as the centralized model of simulation-based education (SBE) (Barth et al, 2022). 

However, because of logistical and financial barriers (Isaranuwatchai et al, 2014),  many learners prefer 

learning on-the-go, and therefore, another SBHPE model must be considered. Over the past two decades, we 

focused on the development of pedagogies and technologies underpinning a decentralized model of SBHPE, 

where learners practice clinical skills from home (Barth et al, 2022). Although promising, this model is  

web-based, thus anchoring the learner to a computer screen and a physical simulator. Consequently, we saw 

an opportunity to propose a mobile and decentralized simulation model. The key components required for this 

mobile learning model are (1) inexpensive and portable simulators, and (2) a learning management system 

(LMS) deployed on mobile devices. 
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Our research aim was to maximize accessibility to decentralized SBE by adapting an existing online 

learning platform so that it can be accessed on any smart device. In this brief communication we describe  

work-in-progress documenting how we adapted a LMS called the Gamified Educational Networking (GEN) to 

serve as a mobile learning system, referred to as GEN2GO. 

2. BODY OF PAPER 

2.1 Methodology 

We have developed and tested a web-based LMS called GEN, and its functionalities and efficacy has been 

tested and described previously (Torres et al., 2019; Torres et al., 2021; Torres et al., 2023).  

However, GEN is a web-based LMS, and although it has a responsive user interface (UI) that adapts to 

mobile devices, some limitations can only be overcome with a mobile application. The major problem faced 

was dealing with videos recorded by learners that were too large (over two gigabytes), too long (over 30 

minutes), or both. Combined with a slow internet connection on the learners' end, this resulted in low uptake 

rates as the upload process took too long, often causing timeout errors. In addition, since Android devices are 

very heterogeneous (different UIs, workflows, and settings), it was not feasible to create a general guide to 

overcome the technical difficulties related to the video recording and upload procedure. 

2.2 Innovation 

Our solution was to design GEN2GO, a mobile application that allows learners to upload videos into GEN. 

Since GEN2GO has direct access to the video file, the learner can trim the video directly on the handheld 

device, if necessary, before uploading it. Furthermore, GEN2GO also recompresses the video locally, ensuring 

that its size is more manageable to be uploaded. GEN2GO is available on TestFlight (iOS official platform for 

testing applications) for iOS users, and we are working on making it available on the Google Play Store for 

testing. Currently, GEN2GO is a level 4 prototype according to the ISC Technology Readiness Level Scale 

(Government of Canada, 2020). Finally, after the completion of ongoing pilot tests and modifications with 

groups of nurses and doctors in training, we intend to expand GEN2GO into a full-fledged application with 

access to all GEN's features. To integrate GEN2GO into at-home use, we plan to build onto a previously 

successful decentralized SBE approach during which our research lab produced 200+ take-home simulators 

for first-year nursing students (Barth et al, 2022). GEN2GO would augment this decentralization by providing 

instructions, guidance, and feedback via the students’ mobile devices, allowing them to practice skills in a more 

flexible manner. 

3. CONCLUSION 

3.1 Discussion 

Catalyzed by the recent pandemic and the advent of Industry 4.0 tools such as 3D-printing (Rubio & Camacho, 

2020), SBHPE is undergoing a transformation where hands-on practice can happen both inside and outside of 

simulation laboratories (Barth et al, 2022). We are proposing a new mobile-decentralized model where it is 

possible to learn whenever and wherever learners are, if they have a modern mobile device connected to the 

Internet, and an inexpensive simulator. Following the principles articulated in Ericsson’s deliberate theory 

Ericsson et al., 1993), several issues that need addressing by this SBHPE model relate to effective online 

instructional design, supervision and feedback, peer collaboration, and making the system captivating and easy 

to use. 

In the design of GEN and GEN2GO, we have focused on three key characteristics which make mobile 

learning effective. First, all instructions follow the principles of microlearning (Buchem & Hamelmann, 2010), 

where instructions and video content are organized in 2-5 minute bursts of relevant information designed to 

maintain learners’ attention and bolster knowledge retention. In GEN2GO, all instructional videos and learning 
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artifacts are brief and focused. Second, seamless access is becoming a crucial element of mobile learning 

solutions, especially in the fast-paced and high-stake work of healthcare (Mather et al., 2019). Evidence shows 

that removing the login process with seamless links or embedding content directly into the native app increases 

engagement, making training more accessible for health professional learners, such as nurses on the go (Mather 

et al., 2019). In the case of GEN2GO, we have implemented a simple and seamless login process that, with 

approvals from the information and technology departments from health delivery and education institutions, 

allows healthcare providers to log in to GEN2GO using their institutional email addresses. Finally, we utilized 

social learning (Moroney et al., 2022) to boost engagement as well as harness the power of crowdsourcing of 

information (Cheung et al., 2016). In the case of GEN2GO we especially focused on the idea of providing 

feedback to the learners by means of crowdsourcing (Cheung et al., 2016) and peer assisted learning (PAL) 

(Jauregui et al., 2018). That is, our learners now have an opportunity to tap into a community of both learners 

and instructors to provide them with feedback and enhance their learning.  

3.2 Future Research Directions 

Regarding crowdsourcing and PAL, there are two potential areas of research. First is the nature of 

crowdsourcing, and second is the advantage of including experts in the feedback. Crowdsourcing is a concept 

where ideas, or content are obtained through contributions from a large group of people (Crowdsourcing, 2023). 

There are different motivation-based theories behind participation and contribution to crowdsourcing efforts 

that are adaptable to contextual needs: (a) social and (b) monetary. In a context where resources or time are 

constrained, Social Exchange Theory proposes an optimal relationship for contributors in which costs are 

minimized and a mutually beneficial relationship is established (Stafford & Kuiper, 2021). Moreover, in a  

non-restricted context where the concern shifts to the end product, Transaction Cost Theory may provide a 

more suitable relationship since it supports pay-for-service principles that are optimal for crowdsourcing tasks 

efficiently (Celtekligil, 2020). Applying these crowdsourcing principles to the context of this work, online 

learners need formative assessments to receive feedback. Crowdsourcing feedback may provide a rich learning 

opportunity by augmenting skill acquisition via immediate peer and expert critiques, which also minimizes 

their risk of practicing bad habits (Burgess et al., 2020). Similarly, the presence of an expert versus purely PAL 

type of feedback is unknown. Research questions to explore in this area relate to trustworthiness of feedback, 

motivation, and engagement. 

3.3 Summary 

This paper described work-in-progress related to a shift away from the centralized model of simulation in health 

professions education towards a mobile, decentralized model. Once assessed through a rigorous research 

process guided by the Medical Research Council framework for the development of complex simulation-based 

innovations (Haji et al., 2014), this approach may provide an augmentation mechanism to the existing 

simulation practices in areas where access to simulation laboratories is limited.  
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TOWARDS SUCCESSFUL DIGITAL TRANSFORMATION 

FRAMEWORK 
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ABSTRACT 

Digital transformation (DX) continues to be a topical subject in both academia and practice. There is a need to explore 

ways to better understand and theorize the phenomenon as well as explore value creation opportunities that come with 

embarking on such endeavors. The researcher undertook a study aimed at exploring how business organizations can best 

achieve successful digital transformation. In the study the researcher is looking to design a framework which managers 

seeking to embark on DX endeavors can adopt as guidelines for their journeys. The study comprises a tetralogy of 

publications towards a PhD dissertation. The objectives of this current submission are therefore to validate the  

four-iterations research methodology adopted for the research, validate findings obtained in the third iteration as well as 

the proposed evaluation process in the fourth iteration. The paper also shares the research progress and disseminates output 

attained thus far.  

KEYWORDS 

Digital Transformation Framework, Success Factors, Design Science Artifact 

1. INTRODUCTION 

Digital transformation (DX) continues to be a topical subject in both academia and practice. Business 

organizations embark on DX to explore new value creation opportunities, develop solutions to disruption 

challenges, and protect themselves from digital darwinism (cf. Bharadwaj et. al. 2013, Kreutzer 2014).  

In academia, researchers explore ways to better understand and theorize the phenomenon (cf. Gebayew et. al. 

2018, Gurbaxani & Dunkle 2019, Ismail et. al. 2017, Morakanyane et. al. 2017, Nadkarni & Prügl 2020, Vial 

2019). However, it has been established that while many organizations are embarking on DX endeavours, only 

a few are getting it right (Davenport & Westerman 2018). Mari (2019) revealed that only one in five businesses 

in the UK managed to deliver DX projects successfully while Morgan (2019) revealed that 70% of DX projects 

have failed. Research continues to investigate challenges associated with this low success rate (Davenport  

& Westerman 2018, Mielli & Bulanda 2019. Further, also noted is the lack of support tools – frameworks and 

models that help managers as they embark on such journeys (Gimpel et. al. 2018, Correani et. al. 2020, Peter 

et. al. 2020). While there is continued effort to address this research gap, it is still apparent that more is required 

to theorize and understand the phenomenon towards improving the success of DX undertakings (Baiyere et. al. 

2021). To this regard, the researcher embarked on a PhD study aimed at exploring how organizations can best 

achieve successful DX. The study is looking to design a DX framework which can assist managers as they 

embark on such journeys. The study comprises a tetralogy of publications towards a PhD dissertation. Two 

papers have thus far been published as conference proceedings (Morakanyane et. al. 2017 & Morakanyane et. 

al. 2020) while the third paper is being finalized. The first paper comprises a review of literature aimed at 

conceptualizing the DX phenomenon. The second paper was aimed at determining DX success factors  

(see section 3 below). The objectives of this current submission are therefore to share the research progress as 

well as disseminate the findings attained thus far. Feedback received from the symposium shall be used to 

refine and improve the rigor of the bigger PhD study, whose objective has been stated above. The remainder 

of this paper is organized as follows: Section 2 outlines the methodology adopted for PhD research study, 

Section 3 presents findings of the work done so far and the proposed steps planned to complete the study. 

Section 4 gives a brief discussion and concludes this paper. 
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2. METHODOLOGY 

A qualitative research approach as per Myers (1997) is adopted for this study. Design science approach (as per 

Peffers et. al. 2007) is adopted to develop a framework for successful digital transformation. A rigorous process 

of four iterations was adopted, with output for each iteration contributing as a paper towards the four PhD 

publications. Figure 1 below outlines the four iterations of the study. 

 

 
Figure 1. Four iterations towards developing the successful DX framework 

3. WORK DONE SO FAR 

This section unpacks the process by which the four iterations mentioned above were carried out. Each 

subsection highlights the objective of the iteration, methodology adopted, findings obtained, and the output 

produced. 

3.1 Conceptualizing Digital Transformation 

The first iteration towards designing the successful DX framework was Conceptualization of Digital 

Transformation (DX) in Business Organization. The objectives of the iteration were to unpack understanding 

of digital transformation in business organizations. The process was carried out through a systematic literature 

review, as per Webster & Watson (2002), where 60 papers were analysed using constructs such as 

characteristics, drivers, transformed areas and impacts (cf. Morakanyane et.al. 2017). Figure 2 is an extract of 

concept centric matrix emerging from this analysis. The iteration established that DX is a complex and difficult 

to understand process, with multiple dimensions, however with a nascent literature. Further, it also established 

that while many organizations are embarking on DX, only a few were successfully realizing true benefits of 

their effort. Challenges associated with the low success rates include a lack of understanding of fundamental 

issues regarding what digital transformation is, why organizations should transform, what they should 

transform, as well as how they should go about this transformation. A lack of tools – frameworks and models 

that guide organizations when embarking DX journeys was also highlighted. As such, there is need to advance 

further understanding of DX through generating more literature to grow the body of knowledge as well as 

investigate why only a few organizations are succeeding in DX efforts. The study called out for developing 

tools that help organization when they embark on DX endeavours. The output of this iteration was published 

in conference proceedings as Morakanyane et.al. (2017). 

3.2 Determining Digital Transformation Success Factors 

The second iteration of the study was to determine digital transformation success factors. The iteration, 

attempted to answer the research questions “What do digital exemplars do that enables them to succeed in 

their digital journeys, as well as how they do it”. Documented case studies of 10 digital exemplars were 

analysed to draw from their stories, how they succeeded in their DX journeys (cf. Morakanyane et. al. 2020). 

The process adopted Alhassans (2019)’s nine steps, including: 1) Identifying relevant literature, 2) Deciding 

on the level of analysis, 3) Deciding how many concepts to code for, 4) Deciding whether to code for the 

existence or frequency of a concept, 5) Deciding on how to distinguish between the concepts, 6) Developing 

rules for coding the text, 7) Deciding what to do with ‘irrelevant’ information, 8) Coding the text, and  

9) Analysing the results. The output of this iteration discovered 7 factors and 23 sub factors towards successful 

digital transformation (see Figure 3). The factors were used as building blocks towards the successful DX 

theoretical framework, and prior constructs to the third iteration. Further the iteration established that DX is an 

experiential journey which is unique and different to each organization. The need for a generic framework to 

Iteration Description 

Iteration 1: Conceptualization of Digital Transformation (DX) in Business Organization 

Iteration 2:  Determining Digital Transformation Success Factors 

Iteration 3:  Validating and Theorizing Successful DX 

Iteration 4:  Operationalizing the Emergent Successful DX Framework 
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guide organizations through successful DX journeys also remained relevant. However, while the success 

factors had been established, there was need to improve the validity of the factors empirically. The emergent 

DX success factors in this iteration were published in conference proceedings as Morakanyane et.al. (2020). 

 

 
 

 

3.3 Theorizing Successful Digital Transformation 

The third iteration towards designing the framework is called ‘Successful Digital Transformation: Theory 

Building Approach Using Multiple Case Studies’. The iteration extends the research question from the second 

iteration by asking “What are the factors that enable successful digital transformation?” and “How do 

organizations achieve successful digital transformation?” In this iteration, the researcher adopted a multiple 

case studies approach where two organizations considered to be succeeding in their DX journeys were selected 

to participate in this process. Semi-structured interviews were conducted with DX teams members in these 

organizations. The interviews were aimed at drawing from experiences of the teams members so as to improve 

validity of the success factors in Iteration 2. The process adopted Eistenhardt (1988)’s eight steps of Building 

Theories from Case Studies, which include: 1) Getting started, 2) Selecting cases, 3) Crafting instruments and 

protocols, 4) Entering the field, 5) Analysing data, 6) Shaping hypotheses, 7) Enfolding the literature, and  

8) Reaching closure. The iteration unveiled a revised list of 7 success factors also, as steps towards building 

theory for successful DX. While iteration 2 revealed that DX is an experiential journey which is unique and 

different to each organization, iteration 3 revealed the emergence of an underlying generic DX process model 

(see Figure 4 below). The generic model can potentially guide different DX undertakings across different 

organizations. The study therefore posits that the model can assist organizations and practitioners to better 

understand as well as navigate through their DX journeys. However, the researcher acknowledges that the 

generalization and accuracy of the emergent generic process model may still be premature, needing to be 

evaluated further. The output of this iteration is currently under review.  
 

 

Figure 4. A generic digital transformation process model 

Figure 2. Extract from conceptualizing digital 

transformation concept centric matrix 

Figure 3. Digital transformation success factors 

 

 

 

What is Digital Transformation? 

Strategy Bharadwaj, et.al. (2013); Matt, et.al. (2015); Mithas, et.al. (2013); Hansen & Sia (2015); Granados 

& Gupta (2013); 

Process Agarwal, et.al. (2010); Berman & Marshall (2014); Bharosa, et.al. (2013); Janowski (2015); 

Kreutzer (2014); Loebbecke & Picot (2015); Stieglitz & Brockmann (2012); Tamm, et.al. (2015); 

Wang, et.al. (2016); Hansen et.al. (2011); 

Business Model Henriette, et.al. (2015); Stieglitz & Brockmann (2012); 

Paradigm Shift Berman & Marshall (2014); Piccinini (2015a); 

What are its Characteristics? 

Radical Liu et.al. (2011); Berman (2012); Berman & Marshall (2014); Westerman et.al. (2011); 

Disruptive Berman (2012); Berman & Marshall (2014); Granados & Gupta, (2015); HBR Analytics Services 

(2014); Fitzgerald, M. et.al. (2013); 

Evolutionary/continuous Loebbeck & Picot (2015); Janowski (2015); Wang et.al. (2016); Liu et.al. (2011); 

Complex Janowski (2015); Bharosa et.al. (2013); Matt et.al. (2015); Agarwal (2010);  

What are the Drivers of Digital Transformation? 

Digital Technologies Agarwal, et.al. (2010); Berman (2012); Bharadwaj, et.al. (2013); Bharosa, et.al. (2013); Janowski 

(2015); Kreutzer (2014); Luna-Reyes & Gil-Garcia (2014); Mithas, et.al. (2013); Lucas, et.al. 

(2013); Stieglitz & Brockmann (2012); Setia, et.al. (2013); Wang, et.al. (2016); Berman & 

Marshall (2014); Loebbecke & Picot (2015); Westerman et.al. (2011); 

Digital Capabilities Berman & Marshall (2014); Loebbecke & Picot (2015); Matt, et.al. (2015); Schuchmann & Seufert 

(2015); Tamm, et.al. (2015); Wang, et.al. (2016); Westerman et.al. (2011); 

Strategies Berman & Marshall (2014); Bharadwaj, et.al. (2013); Matt, et.al. (2015); Stieglitz & Brockmann 

(2012); Tamm, et.al. (2015); Mithas, et.al. (2013); 

Business Models Agarwal, et.al. (2010); Berman & Marshall (2014); Bharadwaj, et.al. (2013); Janowski (2015); 

Loebbecke & Picot (2015); Luna-Reyes & Gil-Garcia (2014); Matt, et.al. (2015); Mithas, et.al. 

(2013); Schuchmann & Seufert (2015); Tamm, et.al. (2015); Stieglitz & Brockmann (2012); 

Value Chain Agarwal, et.al. (2010); Berman & Marshall (2014); Bharosa, et.al. (2013); Janowski (2015); 

Stieglitz & Brockmann (2012); Tamm, et.al. (2015); Wang, et.al. (2016); 

What are the Key Impacts of Digital Transformation? 

Value Creation: 

Reshapes Realign 

Redefine Integrate 

Collaboration 

Matt, et.al. (2015); Mithas, et.al. (2013); Schuchmann & Seufert (2015); Berman (2012); 

Bharadwaj, et.al. (2013); Luna-Reyes & Gil-Garcia (2014); Stieglitz & Brockmann (2012); 

Johnson & Lederer (2010); Berman & Marshall (2014); Chen et.al (2013); Bharosa et.al. (2013); 

Wang, et.al. (2016); Agarwal, et.al. (2010); Buschmeyer et.al. (2016); Westerman et.al. (2011); 

 

Success Factor (7) Subfactors (23) 

Determine Digital Trigger  

 
• Know the type of trigger (2) 

• Know the type of inducer (14) 

Cultivate Digital Culture  

 
• Ensure a shared conceptualization of DX (7) 

• Exhibit strong organizational leadership traits (10) 

• Adopt good governance practices (11) 

Develop Digital Vision  

 
• Carry out a digital present assessment (3) 

• Formulate a digital future (5) 

• Develop a digital strategy (2) 

• Establish a communications strategy (6) 

Determine Digital Drivers 

 
• Determine digital technologies to leverage (12) 

• Determine skills & capabilities required (5) 

• Determine other resources required (3) 

• Exhibit strong digital leadership traits (30) 

Establish Digital Organization 

 
• Establish a digital innovation functional structure (12) 

• Create a digital innovation implementation structure (3) 

Determine Transformed Areas 

 
• Determine transformation opportunities (4) 

• Identify target transforming areas (4) 

• Building the DX initiatives (3) 

Determine Impacts 

 
• Define the expected customer facing impacts (4) 

• Determine the realized customer facing impacts (9) 

• Define the expected organization facing impacts (4) 

• Determine the realized organization facing impacts (17) 

• Determine measures of impacts (4) 

 

Figure 2. Extract from conceptualizing digital 

transformation concept centric matrix Figure 3. Digital transformation success factors 
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3.4 Proposed Evaluation Process 

The fourth iteration is scheduled to be taken upon publication of the third iteration. In this iteration, the study 

seeks to evaluate the proposed DX Process model yielded in the third iteration. The objective of the evaluation 

exercise is to reiterate the validity of the model, improve its generalizability and accuracy from a design science 

lens (Hevner et. al. 2004, McKay et. al. 2012, Baskerville et al. 2018). Two options proposed for the evaluation 

are adopted from frameworks for evaluating design science artifacts (Peffers et. al. 2007, Sonnenberg and vom 

Brock 2012, Venable, et. al. 2016). Figure 5 below outlines the proposed evaluation approach. 

 

 

Figure 5. Proposed evaluation process for the DX framework 

4. CONCLUSION  

A Successful DX Framework has been developed in 3 iterations thus far. The first iteration was developed 

through a systematic literature review process, the second was developed through analysing published DX 

success stories from 10 exemplars, while the third iteration was developed using primary data collected from 

2 case studies, yielding a DX Process Model. The three iterations were developed by the researcher. However, 

the artifact has potential to suffer researcher’s bias as the whole design process and contribution is solely from 

the researcher (Peffers et. al. 2012). To this regard, the fourth iteration is proposed as a way soliciting 

contribution from experts and practitioners towards reducing bias, improving design rigor and accuracy 

(Hevner et. al. 2004, Lee & Hubona 2009). As such, Iteration 4 seeks to validate the framework by obtaining 

feedback from experts, including academia and practitioners, as well as operationalize the framework in an 

environment. Consequently, the covid pandemic has reiterated the need for developing DX success framework 

as witnessed by the upsurge in the adoption of DX during and post-pandemic.  
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